
of our 40Gbitls modulator driver, published in [2],  were measured 
on wafer only. Since we found a similarly incorrect statement in 
two earlier publications, but by other authors and concerning our 
60Gbit/s time-division multiplexer, we are concerned that such 
errors may propagate. 

We therefore feel obliged to make the following statement: As 
pointed out in all of our Papers, we clearly prefer measurements 
on mounted chips. This is because we think that on-wafer measure- 
ments are only useful for preselection of the chips but not at all 
for the fmal characterisation of the circuit. The reason for this is 
that, in practice, only mounted chips can be used and that, there- 
fore, the mounting parasitics have to be considered carefully in 
circuit design [3]. Thus it is our strict philosophy to present exclu- 
sively measurement results for mounted chips. This holds for all 
ICs in all work we have ever published. 

H.-M. Rein, M. Moller and R. Schmid 
Ruhr-University Bochum, AG Halbleiterbauelemente, D-44780 
Bochum, Germany 
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Editor’s correction: 

Convergence of iterative decoding 

S. ten Brink 

A novel method for visualising the convergence behaviour of 
iterative decoding schemes is proposed. Each constituent decoder 
is represented by a mutual information transfer characteristic 
which describes the flow of extrinsic information through the soft 
inidoft out decoder. The exchange of extrinsic information 
between constituent decoders is plotted in an extrinsic information 
transfer chart. The concepts are illustrated for an iterative 
demapping and decoding scheme. 

Introduction: While many studies have concentrated on providing 
asymptotic bit error bounds for parallel and serially concatenated 
convolutional codes (e.g. [l]) little has yet been revealed as to the 
convergence behaviour of the corresponding sub-optimal iterative 
‘turbo’ decoders. In this Letter a visualisation method based on 
bitwise mutual information is introduced which provides a tool for 
studying the convergence behaviour of iterative decoding schemes, 
yielding new design rules for improving the choice of constituent 
codes. For simplicity an iterative demapping and decoding scheme 
[2, 31 is considered in this Letter. The demapper takes soft values 
from the channel and outputs extrinsic information El which is 
passed through a bit interleaver to become the a priori input A, 
for the soft &soft out channel decoder [4]. From the decoder 
extrinsic information on the coded bits E2 is fed back to the 
demapper as a priori knowledge A ,  to reduce the bit error rate 
(BER) in further iterative decoding steps. The variables A , ,  E,, A, 
and E2 denote log-likelihood ratios (L-values). 

Demapper transfer characteristics: The demapper transfer charac- 
teristic is a function of the a priori bitwise mutual information I,, 
and the EJN, value of the AWGN-channel 

IE1 = .f(IA12 Eb/NO) (1) 
With equiprobable binary input symbols X to the mapper (at 
transmitter) the bitwise mutual information [SI is calculated as 

. 1 n+m 

For M bits per mapped codeword it is 

and 

(3) 

respectively. The conditional probability distributions pa , and pEl,k 
for A,  and El,k are obtained by simulations. Different values of I, , 
and EJN, are considered in IE, through changes in the distribu- 
tions P ~ , , ~ .  Owing to the strong correlation between I, I and ZE1 the 
demapper characteristics can be plotted in an ZEl, I,, diagram 
(Fig. l), with the EJN, value as a parameter yielding a set of 
curves. Different distributions pal were used to calculate the dem- 
apper characteristics without observing a notable change in the 
shape of the curves. Moreover, the demapper output distributions 
pEl,k can be quite asymmetric and non-continuous with sharp 
edges, depending on the complex signal constellation and the 
applied mapping. Hence, transfer characteristics based on the 
mean values and variance of the inputloutput distributions, such 
as SNR measures, would fail, whereas mutual information transfer 
characteristics prove to be very robust, owing to the robustness of 
the entropy measure [5]. 
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Fig. 1 Extrinsic information transfer characteristics of 16-QAM demap- 
per for different EdN, (at code rate 1:2) and different mappings 
-A- Gray mapping (Eb/No = 3dB) -*- some 16-QAM mapping (EbINo = 3dB) 
--C anti-Gray mapping (EJN, = 3dB) -* some 16-QAM mapping (EJN,  = 3dB) 
-& anti-Gray mapping, different EdN, values 

The demapper transfer characteristics almost approach straight 
lines. Thus it is sufficient to describe a mapping using two values: 
the bitwise mutual information Zo = ZEI(ZAI = 0) given that no 
other bit of the mapping is known (‘no a priori knowledge at 
demapper’), and I,/, = ZEl ( I A ,  = 1) given that all other bits of the 
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mapped codeword are known (‘perfect a priori knowledge’) [2]. 
Keeping the mapping futed, different EdN, values just shift the 
curve up and down. Keeping the EJNo value futed, different map- 
pings result in lines of dif‘ferent slope. For Gray mapping the bit- 
wise mutual information remains almost constant with increasing 
a priori knowledge I A  1, whereas the transfer characteristic for anti- 
Gray mapping has a steep slope, revealing the strong potential 
performance improvements in an iterative demapping and decod- 
ing scheme. 
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Fig. 2 Extrinsic information transfer characteristics of soft idsoft out 
decoder for rate 1:2 convolutional codes with different memory 
--C rate 1:2, memory 2 
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Fig. 3 Example of trajectory for iterative decoding at EdN, = 3.4dB, 
16-QAM, anti-Gray mapping, rate I:2 memory 4 code 

trajectory of iterative decoding 
-A- anti-Gray mapping (EdN,, = 3.4dB) 
--C conv. code, rate 1:2, memory 4 

Decoder transfer characteristics: Corresponding to eqns. 2 - 4 the 
decoder transfer characteristic on the coded bits is defined as 

It is only dependent on the bitwise mutual information ZA2 of the a 
priori input to the decoder. Again, the probability distributions 
pE2, pA2  for calculating ZE2, ZA2 are obtained by simulation. 

Fig. 2 shows the transfer characteristics for convolutional codes 
of rate 1.2 with memory 2, 4, 6 and 8. It is remarkable that all 
curves cross at a single point: (0.5, 0.5). For arbitrary code rates R 
this point tums out to be at (0.5, R). 

Extrinsic information transfer chart: Connected through interleav- 
ers, the extrinsic output of the demapper becomes the a priori 
input to the decoder ZA2 = IE, ,  and the extrinsic output of the 
decoder becomes the a priori input to the demapper I,, = IEz. This 
exchange of extrinsic information is accounted for in the extrinsic 
information transfer chart (EIT chart) by plotting the demapper 
and decoder characteristics into a single diagram. 

Fig. 3 shows an example of an iterative decoding trajectory: the 
EJNo value of the channel has raised the demapper curve just high 
enough to open a tunnel for the trajectory. This matches with the 
BER(EJNo) plot of [2] where the turbo cliff is at -3.3dB. The 
BER floor is determined by the intersection of demapper and 
decoder curves on the very right side of the EIT chart. Note that 
mutual information (decoder output on the information bits, not 
shown) and BER are connected through a bound given by the 
converse of the coding theorem [5]. Both demapper and decoder 
characteristics are obtained separately, and not in conjunction 
with a particular iterative decoding scheme; for verification, the 
trajectory of Fig. 3 has been evaluated by means of simulation. 
Clearly, the trajectory closely matches the demapper and decoder 
Characteristics. For short interleavers the trajectory would tend to 
diverge from the characteristics after a few iterations. From the 
EIT chart some design guidelines become apparent, for example, 
the larger the code memory, or the steeper the slope of the demap- 
per curve, the later the turbo cliff in the BER(EdNo) chart, but the 
lower the BER floor. 

Conclusions: It has been shown that the transfer characteristics 
based on mutual information can facilitate the design of iterative 
demapping schemes. The flow of extrinsic information was visual- 
ised in the EIT chart to provide insight into the turbo cliff 
position and BER floor. Initial results for other concatenated 
codes [l, 61 are encouraging. 
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