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A Comparative Study of Iterative Channel Estimators for Mobile OFDM Systems
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Abstract—in this letter, we investigate two iterative channel lots, but also reliability information of the coded bits. So, the CE
estimators for mobile orthogonal-frequency division multi-  can now be performed by a one-dimensional FIR interpolation
plexing. The first estimator is based on iterative filtering and filter which operates at a higher sampling rate. A further reduc-
decoding whereas the second one uses arposterioriprobability . . . . . . .
(APP) algorithm. The first method consists of two cascaded t!on of the b|t-e_rr0r rate _(BER) is achieved by_ |t_erat|ve _estlm_a-
one-dimensional Wiener ﬁ|’[er5’ which interp0|ate the unknown tion and deCOdIng. In this |etter, we extend this idea of iterative
time-varying two-dimensional frequency response in between the filtering and decoding to a multicarrier scenario with quaternary
known pilot symbols. As will be shown, the performance can be phase-shift keying (QPSK) modulation.
increased by feeding back the likelihood values at the output of the Another method to estimate and track the channel in a mul-

APP-decoder to iteratively compute an improved estimate of the fi . t is based th lculati £ sHROSEEriOr|
channel frequency response. The second method applies two APP Icarrer system IS based on the calculation orangosteriori

estimators, one for the frequency and the other one for the time Probability [(APP) CE], as described in [3] and [4]. The esti-
direction. The two estimators are embedded in an iterative loop mation of the two-dimensional channel transfer function is per-
similar to the turbo decoding principle. As will be shown in detail,  formed by a concatenation of two one-dimensional APP esti-
this iterative estimator is superior and its performance is inde- mators in time and frequency direction, respectively. As will

ndent of whether the chosen time-fr n il ri isfi . . . . .
Fhee ?Vio_td?menseitoﬁafsgrgpﬁﬁge thteoreemeg? ﬁof.yT%eo Lg-c;rf)?t;t:s be shown, this method also enables iterative estimation and de-

as a function of the signal-to-noise ratio is used as a performance coding at the receiver to further reduce the BER.
measure. In addition, the convergence of the iterative decoding Inthis letter, the performance of the different iterative channel

loop is studied with the extrinsic information transfer chart. estimators is evaluated on the basis of BER charts. In addition,
Index Terms—Channel estimation (CE), iterative decoding, or- the convergence of the iterative decoding loop is studied with
rhogonal-frequency division multiplexing (OFDM). the extrinsic information transfer chart (EXIT chart), recently

introduced in [5]-[7].
This letter is organized as follows. In Section Il, the system
model of the transmitter and the mobile channel is presented. In
HE TIME-VARYING propagation conditions of the Section Ill, the two different iterative CE methods are described
mobile communication channel make channel estimatiom detail: CE with iterative filtering and decoding and the itera-
(CE) for multicarrier systems a demanding task at the receiveéve APP CE. The comparison of the performance of the channel
To allow for coherent detection, the two-dimensional channestimators for different mobile channels by computer simula-
transfer function must be estimated. To support estimatiaion is presented in Section IV. The BER as a function of the
often pilot symbols are periodically inserted into the transsignal-to-noise ratidz, /N, is used as a performance measure.
mitted signal. Typically, the CE is performed by cascading twalso in this section, the convergence behavior of the iterative de-
one-dimensional finite-impulse response (FIR) interpolatiatbding loop is studied with the EXIT chart. Finally, Section V
filters whose coefficients are based on the minimum meaoncludes the letter.
square error (MMSE) criterion, as described, e.g., in [1].
In [2], the authors propose a technique for CE with iterative Il. SYSTEM MODEL
filtering and decoding in a flat-fading environment for a single- )
carrier binary phase-shift keying modulation scheme. The id€a Transmitter
is to feed back information from the output of the channel de- The block diagram of the transmitter is given in Fig. 1. The
coder to the estimation stage. The estimator can improve its pgeguence, from the binary source is encoded by a convolu-
formance, because it gets not only the information from the gional encoder. Its output signa), consists of the coded bits.
The next block is the interleaver, which outputs the signal
Manuscript received August 13, 2001 revised March 27, 2002 and Novemi&iter interleaving, two successive coded s andcz.c 1, are
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binary pilot delay of theith path. M denotes the number of propagation
Oﬁ.mapper paths. They;, fp,, and 7; are randomly chosen depending
P; on the corresponding joint probability density function (pdf)
binary interleaver lerllglc}lucljrtﬁ)enr p%fDﬂ'(@? fD7 T) of the Cons!dered channel model. We assl.{me
sowre o 5, X & o, 7, and fp to be mutually independent [8]. Hence, the joint
O""en“’der‘—’ [T [ {mapper | Ze | MUX = 2 |CP “ pdf can be expressed as
P, o, (0 fDT) = pe(@) - 05, (fD) (7). (3)
Iticarri . . .
— AWGN " demodulation We use a channel model where the phase uniformly dis-
#requepcy g Y tributed betweerd and2x. For the delayr, we assume an ex-
hammel 8 ponential pdf
—7/Tems
Fig. 1. Transmitter and channel model. pe(7) = { Tomo(1l—e— Tmax/Trms ) ? 0 <7 < Tiax 4)
0, otherwise
0 D K-1 . .
<—f’- k whereby,m...« IS the channel delay spreadl,,s is chosen such

that p, (Tmax)/p-(0) = 1/1000. The pdf of the Doppler fre-
guency is assumed to be of Jakes’ type

1
Pip(fD) =< TI0max T/ Foma)? /ol < _f Dmax
0, otherwise

(®)

whereby,fp, ... is the maximal Doppler shift.
With these assumptions, the complex autocorrelation func-
tion of H(f,t) in frequency direction is given by [9]

1 — ¢ max(smy Hi2mkeAS)

Trms

(1 - e—?s::;‘) (14521 k- Af - Toms)

D data symbol Z¢ Rf;k = (6)

Fig. 2. Multiplexing scheme for signa(, ;. ] ] ) )
wherebyA f is the subcarrier spacing akds the discrete fre-

gpency index. For the autocorrelation functionof f, ¢) with

.c andas. are grouped and mapped onto a QPSK symb
il A, grop PP Q y respect ta, we obtain [9]

P¢. The mapping rule for the pilot bits. is the same as for the

coded bitsz,,. . . Rey = Jo (21 fp
After the mappings, the symbolg: and P are multiplexed

in order to form the signak; ;. The multiplexing scheme is whereby, T, is the duration of one OFDM symbol (useful part

shown in Fig. 2. plus guard interval)j is the discrete time index, ang} is the
After multiplexing, the signalX;; is modulated ontaK  Bessel function of zero order.

orthogonal subcarriers by an inverse fast Fourier transformAs a consequence of (3), we can compute the expected value

(iIFFT)-block (see Fig. 1). The transmission is done on a

block-by-block basis, with blocks of{ subcarriers in fre- E{Hy,:- H?&,z'} = Bp-rr) - Bia-v) (8)

quency and[L orthogonal-frequency division multiplexing . .

(OFDM) symbols in time direction. As shown in Fig. 2, thewhereby,* denotes the conjugate complex operation.

distance of the pilot symbols in frequency directionls and ¢ Receiver

in time directionD;. After iFFT, the guard interval or cyclic

prefix (CP) is inserted. The output signal of the multicarrie

modulation is fed into the channel.

max

In the following, we assume that the channel characteristic in
2) is approximately unchanged during the duratianof one
OFDM symbol. Under this assumption and provided that the
B. Channel Model guard interval is longer than the delay spread of the channel, the

. . . CP avoids intercarrier interference as well as intersymbol inter-
For the mobile channel, we use the wide-sense stationary ég

. . ) ence. In this case, we obtain the received QPSK constellation
correlated scattering (WSSUS) channel model introduced in | Q

The i ina f fthe ch | b intsY}, ; in Fig. 1 after removal of the CP and multicarrier de-
e time-varying frequency response of the channel can be £x- |- \vith EET

pressed as
| M Yig=Hyy Xpg+ Ny 9)
_ i(pi+2nfp,t—2mfr;) i . . .
H(f,t) = NiY; 2;81 pe @) whereby, i is the OFDM symbol indexk is the subcarrier

index, X} ; are the transmitted signal constellation points, and
where f and ¢ are continuous frequency and time, respedv; are statistically independent and identically distributed
tively, ¢; is the phasefp, the Doppler frequency, ang the complex Gaussian noise variables with component-wise noise
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HDeMUXY v, >k
hard binary o
Y deinterleaver decnsnon sink Dy
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I:IET . interleaver
N Zel sort | | | = | &N 5w || HHHHAAHHAAH
syglllzaol T mfi?)];er L¢ II
e 14
Y
Fig. 3. Receiver for CE with iterative filtering and decoding. [ no estimate of Hi. stimate H;'c,z
powero3, = No/2. The Hy; are sample values of the channe,LIg 4. Positions of estimated! , of Hy...
frequency response
Hyy = H(k-Af,1-Ty). (10) With
. . . . wi=(wl, . wh 10) (16)
The two iterative channel estimators, which we compare in ™ * Lo P
this letter, will be described in Section Il I‘f;g_’k:(Rf;(kfkl), o Rf;(kfkp)) 17)
lIl. | TERATIVE CHANNEL ESTIMATION and
. o _ Rfiky—k) + No - - Rk, k)
A. CE With lterative Filtering and Decoding Ri e . : .
HH™— . . .
For this case, the receiver is given in Fig. 3. The first block R . R Ny 8
is the pilot-based CE (pilot CE). At this stage, the channel fre- Filkp—k1) Filkp=kp) T 270 (18)

quency response is known at the pilot positions with

- Y, - - N The MMSEE{|H},, — H., |} can be calculated as follows
ch,l = XLkll = Hk,l + Nk,l and Nk,l = X—:Z (11) [12]: {| k.l k,lo| }

fulfill the conditions min HH Kk HH HH k-
kEModD; =0 and [ModD; =0 (12) (19)

whereby, Mod is the modulo operator. The expected value After this filtering in frequency direction, estimatés;, , of
E{Nk,, & vt with Nk_yl in (11) can be expressed as [9] H;, ; are available for every OFDM symbilvith  Mod D; = 0.
N . Flg 4 illustrates this aspect in tite! plane.
E {Nk,l ' N,jf,,l,} =No-f-bp--r and After this operation, the filtering in the time directidrfol-
1 lows. Similar to (14), the filtering in time directidrfor subcar-
p= {m} (13)  rier ko with 0 < kg < K — 1 can be expressed as

To allow for coherent detection, the receiver has to know the . .
channel frequency response over the whole time-frequency grid. Hypy =Yoot - Hy o (20)
Therefore, the remaining/;, ; have to be interpolated based on m=1
the knownH,, ;. The CE is typically performed by cascadingvhereby,{ko,l,,} are theQ nearest positions to the actual po-
two one-dimensional FIR filters, one for the frequency directiggition {ko, [} with [, Mod D; = 0 of the known estimates
k and the other one for the time directibfi], [10], [11]. H,Q0

We start with filtering in frequency direction. The order of Sinilar to (15), the optimal filter coefficients can be com-
filtering (time or frequency first) for a rectangular pilot grid, aguted as
shown in Fig. 2, is arbitrary due to the linearity of the scheme.

In (11), & and/ denote a pilot position. Thereforé,andl B {’Hk,lo _ 10‘2} Jk =1 _ T ‘R-

oo ot vi=rL_ R (21)
So, the filtering in frequency direction for OFDM symbi| l HH'l “VE A
with [ Mod Dy = 0 is given by with
iy, = Z whio . i, (14) vi= (ol et 22)

T _ k
whereby{k,,,lo} are theP nearest pilot positions to the actual ~ i = (1 - Jm(in) ' (Rt;(l—h)v T Rt;(l—lQ)) (23)
position{k, [y} with k,,, Mod D; = 0. For the filter coefficients and
wi in (14), which minimizeE{|Hy,, — f],’cvlo|2} (Wiener 1— Jk o Ry—ig) - Jw
filter), we can derive [TlZ] : 1 Ry = ; : (24)
Wi =Thpk Rag (15) Rig-1) - Jw -+ 1k

min
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with whereDiv is the integer division operator. ThHevalue of bit
r o ¢, conditioned onY),piv2 can be calculated as follows [14]:
w=1-

min

—No-B-(wi, - wi,) - (25)

. . : N : Ao+ A1y - eLi-“‘*'1
For the determination of the vectoy, ;, ,, the expected value L, = L(é, | Yupiv2) = Ly , +1n o= (32)
E{H] , -(H}, . )*}isrequired [12]. It can be computed as Ago + Aoy - €7t

) . with
b (4,.) ) )
iJ

P
(1:4) E{Hko,l Z (,wf?lo,lm . ﬁkmlm) } (26) and
n=1

Owing to the rectangular pilot grid in Fig. 2, the filter coeffi-
cientswko-l= fulfill the following condition: If H, is available (perfect CE) at the receiver, then thepdf

can be expressed as [14]

= PN (Y[_LDiV2 | éu =1, 6u+1 = J) (33)

LE = In PI‘[CH = 1]

o= B, =0 .

wk’o,lm — wk’o,lo (27)
" " ' 1 _+ }/77_Hn'fmap.' Eu;au 2
; ; pN(Yy | Cp, Cugr) = 2 € 20?‘" . )
Using (27), the expected value in (26) becomes 2moy
(35)
ko, b\ H kol - n kol " Mk, L, whereby, = uDiv2. Otherwisepy can be calculated as in
. ) » [15]
= Ry, (wﬁo’lo)* “Riho—k,, _ 1 =55 Ya—Hy fmap2@uotut)l?
( ); (o= he) PN(Yn|Cu7Cu+1):W€ 27
(19) . K
D Ry (1 - J;;;;n). (28) (36)
To find the matrix R 7, we need the expected value 207 in (36) is given by [15]
E{H; - (H}, ;. )*} [12]. Using (14), we obtain ‘
ko,lm ko,lm 20_2 — 20_]2\7 + J:Zl(ll:l,l) . ES (37)

ESH . - (Hp ) , .
{ kot k“’l’")} whereby,/”*" = E{|H,—H,|?} according to (31) anis =

min

P P 2
; 7 . E{|Xy[*}.
— ko,lm kol ! . . . . . . .
=B {Z wp  Hiy Z (wi ) ka:ln'z) } - (29) After bitwise deinterleaving in Fig. 3 and soft-in/soft-out de-
n=t =1 coding with an APP algorithm [13], [16], th&-valuesL®, of
Taking (8), (15), (16), (18), (27), and (28) into account, ththe transmitted information bits are available at the output of

expected value in (29) becomes the APP decoder. Hard decision yields the estimagesf the
. . . transmitted information bits, which are fed into the binary sink.
E {H,’wm : (H,’%;ln_l) } =Ry (1, -15) * (1 - Jffin) To allow for iterative decoding, the extrinsic information

. LS . — L¢ of the coded bits in Fig. 3 is fed back [2]. After
+ Noff (wkT‘o ' Wko) in(égrleaviﬁg, the extrinsic information becomneepriori knowl-
- (61,”_1,71 - Rt;(z,,,,_z,;,,)) edgeL{ ,, which is fed into the soft demapper and into the soft
(30) mapper. R
The soft mapper calculates the symba|sas follows:
After filtering in time direction/ for all subcarriers, we have
found the estimatef;. ; of H;,; over the wholek, [ plane. The
resulting MMSE is given by [12] with

Zf = Bgo + Bo1 + B1io + Bn1 (38)

E{|Hi— Hal’y = Tots = 1= Ryl a, T

H H B BL] = PT[625 = 'L] : PI‘[625+1 = J]
(31)

* fmap,2(C2.¢ = i,C2.641=j) (39)
After pilot CE in Fig. 3, the demapper follows. The input sig- Using (34), the probabilitieBr[ése = 1] andPr[ée = 0] can
nals to the demapper arg andH; (switchS in upper position). |, expressed as

Note, thatY, are the received constellations points after demul-

tiplexing. The demultiplexer (DeMUX) block discards parts of L.
prexing P ( ) P - (1+tanh<ﬂ)) (40)

(1 — tanh <L%2£)) . (41)

2 - 1
the received signal, in which pilot symbols are preséfitare Pricye = 1] = 9
the estimates ofl, at the positions where data symbols are d
transmitted. Now, the demapper needs to calculate Iog—like"ﬁr—1
hqod ratiosLi (L-values [13_]) of two coded bitg, andc,, 41 Préye = 0] =
with uMod2 = 0 for each incoming QPSK symbdl,piv2,

N | =
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The probabilitier[ése 11 = 1] andPr[ése+1 = 0] are cal- deinterleaver l)de}::?;?onA bislilglr(y
1 1 PP é c v bu
culated similarly to (40) and (41). After the soft mapper, the o] LB ] e
symbol-based CE stage (symbol CE) in Fig. 3 follows. It com- frequency 11
putes the estimated/” and H with o |
ol
P a,t
P =2 ang =Yoo Yo g (42) v L peiener
[ PC I 7 - |Z |2 13 k4 APP -
¢ ¢ P S [ 11
direction L.

in afirst step, Wherebwcp are the received constellation points
at the pilot positions. Due to the QPSK modulation, we KW iy 5 receiver with iterative APP CE.
priori, that|Z¢| is independent of. So,|Z:|*> = |Z]*> = 2.

Using this fact, we can refine (42) in the following way: shift register
multicarrier
N modulation
7. — -5 .7 — -
He=5 7 (43) MUX - E|cpf—
— Xk, =

HT andH, are then multiplexed in order to form the signal
H,. ;. With this procedure, estimaték, ; of H,.; over the whole Fi9- 6. Virtual shift register at the transmitter.
k, [ plane and not only at the pilot positions as in the pilot CE
stage have been found. symbol CE stage is fed into the demapper and a second iteration
According to the method in [2], another CE has to be peRass can start, etc.
formed as a second step at the symbol CE stage in Fig. 3. Similar ,
to the pilot CE stage, this estimation is done by cascading who Iterative APP CE
one-dimensional FIR filters, one for the frequency direction The receiver with iterative APP CE is depicted in Fig. 5,
and the other one for the time directibriWe start with the fre- [3], [4]. For APP estimation, the symbol-by-symbol maximum
guency directiork, and the filtering for OFDM symbdl, with a posteriori (MAP)-algorithm, according to [16], is applied
0 < lp < L — 1 can be calculated as to an appropriately chosen metric. To help understanding,
the symbolsX}, ; at the transmitter in Fig. 1 can be thought

. h=kt K kil ~ of being put into a virtual shift register at the output of the
Hy,, = i Z U “Hp - (44) multiplexer (MUX). This is shown in Fig. 6. Owing to this
k:k’;—kf‘ “artificial grouping,” the corresponding trellis [17] exploits the

time and frequency continuity of the channel transfer function

The filter coefficientsu?" in (44) are also based on thedt the receiver.

MMSE criterion [12] according to (15) with the assumption Attime indexl, the logarithmic metric increment of the APP
that we have perfeat priori knowledgeL? , at the input of estimation in time direction, assuming QPSK-modulated sig-

the soft mapper. From (44), we see that the estimated charﬁ"@ﬁ' can be simplified for subcarrieg with 0 < ko < K —1
frequency responsél,’%,0 is given by the interpolation usingto [15]

samples of the estimatég; , at K subcarrier positions before
and K subcarriers after subcarrigér The estimate?y, ;, from
subcarrierk is not used as in [2]. We see from (44) th‘ajé,l0

is independent of the pilot symbol spacing. ) . - . -
Now, the filtering in time directior follows. Therefore, we with estimated channel coefficient (linear FIR prediction of

consider a subcarridr with 0 < ko < K — 1. Similar to (44), Orderm:)

k,lo

X 2
t
‘Yko,l —Hp - X

2
2- 04

1
Y +3 di LY, (46)
1=0

the filtering in time directiori for subcarriek, can be expressed R my Vi i
as Hi = w2 (47)
N P KXo, 1—i
l=I+L
f[ko,l - Z vikm’ i ﬁ]}’v ;- (45) whereby, the FIR filter coefficients, ; are calculated with
T f - the Wiener—Hopf equation based on the time autocorrela-
1 tion R:,; of the channel frequency response [12], [15]. The

Xko,l € {#£1 + j} denote the hypothesized transmitted data

l -
in (45) are also based on the pilot symbols according to the trellis structure, abiff, |

The filter coefficientsv*o:

MMSE criterion [12] according to (21). _ are thea priori L-values, which are formed by multiplexing
After finalizing this procedure for all subcarriers, we havg,e 5 priori L-values L , of the coded bitsé, and thea
a,p

found the estimated,; of Hy,; over the wholes, [ plane. The priori [-valuesLe . of the pilot bitsa.. According to (34), the

resulting MMSEE{|H}.; — Hy,|*} can be calculated in the 1 yajuesZ. _ can'be expressed as

same manner as in (31). “e
After this computation, the switch in Fig. 3 is put into the

Prla. = 1]
lower position to close the iteration loop. The outpii of the

Lé_ =1 :
ae =1 Pr[a. = 0]

(48)
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The bitsdgo_’l andd}m’l in the sumin (46) result from the hard The pilot symbols are arranged in a rectangular grid, as shown

demapping ofXy, ; in Fig. 2. The distance of the pilot symbols in frequency di-
’ R rection isD; = 10 and in time directionD; = 10. For the
(dgml, d}w) = I;alpg (Xko,l) . (49) Dblockwise transmission, we ugé = 1001 adjacent subcarriers

and = 101 consecutive OFDM symbols. Therefore, the pilot
The term2o? in (46) is the variance of the estimation error insymbol rateR p is

time direction according to (37), [15]. K-L—(KDivD;+1)-(LDiv D, +1)
- L— 1w Dy . 1V Dy

Accordingly, at frequency indek, the APP estimationinfre- p, — —0.989011.
quency direction is characterized for OFDM symbglwith K-L 53
0 <ly < L — 1 by the metric increment (33)
- N 2 . For the QPSK modulation, we use Gray mapping with two
_ Yito = Hig 1, * Xito Ji INE 50 bits per symbol. With the above parameters, the interleaving
M= 2-0% + ; ko~ Lk, (50) depthVz, becomes
with estimated channel coefficient Vi =2-Rp-K-L=199980. (54)

my

o f Yi—i, As an example, the used convolutional code is recursive sys-
Hi,, = Z“fs’i ’ Xe_is (51) tematic with feedback polynomid¥, = 037 (octal notation),

=t e feedforward polynomialz = 023, Memory 4, and code rate
whereby, the FIR filter coefficients; are based on the fre- . = 0.5. Note that in the following, all&, /Ny-values are
guency autocorrelation functiafis,, [12]. TheLﬁ:};JO denote given with respect to the overall information rate
the a priori L-values, which are formed by multiplexing the
L-valuesL?”, and theL-valuesL? _. The term202 in (50) is R=R.-Rp-Ry=0.3956044. (55)
the variance of the estimation error in frequency direction sim- : . . .

The following simulations are done for mobile channels

llar as in (46). . . T M = 100) with different maximal Doppler shift§p,__ to
Separate one-dimensional APP estimation in time and fre- . .
L : : . . see the influence of the fading rate on the performance of the

guency direction is possible owing to the two-dimensional con-_:
. . . estimators. As a performance measure, we take the BER at the
tinuity of the time-varying channel frequency response. The

- output of the hard decision device of the receivers in Figs. 3
channel coefficient{;, ; changes smoothly rather than abruptlyémd 5. In addition to that, we apply the EXIT chart [5]-{7] to
in time and frequency direction. ) '

The inputs to the APP estimator in time direction are the noid8in more insight into the convergence behavior of the iterative

and fading affected channel observatidng, i.e., the unpro- geé::é)a(jér}grloop; ISO alls examples, the maximal channel delay
cessed discrete time signal from the channel, the pilot symboPs max = L0 HS:

P, and thea priori L-valuesL; ,. Note, that the APP esti- o CE With Iterative Filtering and Decoding

mator processes ttaepriori L-valuesL¢ _ of the pilot bits. The

L-valuesLy . are taken as “perfeet priori knowledge” by the
APP estimation, i.e., as bif-values with positive or negative X e L :
(14)]. For the interpolation in time direction, we u€e= 6 in

sign. For the remaining positions, tlaepriori L-valuest,',,ﬂ | q 4 estimati | f the pil
are set to zero for the very first pass through the estimator, T#): In order to get a good estimation result out of the pilot
CE stage, the pilot grid has to fulfill the two-dimensional sam-

APP estimator in time direction outputs the estimatedalues ina th 11,1101, 1111, 1181, Theref he ¢ ina f

Lg!,, which are forwarded a priori input L2/, = 3", to the pling t ?oreg[ 1,[10], [1 ],[d' ] Tl eri ore, the sarr;]pmg [je_-
APP estimator in frequency direction. This estimator usestheluency 1/(D: - T.) in time direction as to meet the condi-
tion1/(D; - Ts) > 2 - fp,.... For the giverl;, = 312.5 us

priori inputh;y{“the channel observatiots% ;, and thea priori 4D, — h imal ler shi
L-valuesL; _ of the pilot bits to calculate improved-values andb; = 1“0’t € maxima DOpE’ ers 'ffDma.x < 160 Hz re-
L% . After subtractinga priori knowledgeL? . from the output, SUltS- The “sampling frequency’/(Dy - Af) in frequency di-

K ok ptionhas to fulfillL/(Dy- Af) > Tmax. FOrAf = 4 kHz and

the difference signal is passed on to the deinterleaver for furt . / ? .
processing in the APP decoder. + = 10, the maximal d_elay is restrlct_ed 1Qax <_20 pS- As
we assume channels with,., = 20 s in all our simulations,

the two-dimensional sampling theorem is always fulfilled in the
frequency direction.

For the symbol CE stage, we consider the cAse- 5 and

We use the following channel and multicarrier system parai- = 5 in (44) and (45). We are interested in the influence of
eters: duration of one OFDM-symb®l = 312.5 s and sub- the maximal Doppler shiffp___ on the performance of this
carrier spacingA f = 4 kHz. Therefore, the duration of thereceiver. Critical channels are those with maximal Doppler shift
guard interval isl;; = 62.5 ps. In principle, the guard interval ¢, > 160 Hz.
(CP) adds redundancy. So, the rdtg including the CP be-  Fig. 7 shows the mutual information transfer characteristics
comes of the detection stage, consisting of the soft mapper, the symbol
T, — T, CE stage, and the demapper with the swigcim the lower po-

T, =08. (52)  sition.

For the pilot CE stage in Fig. 3, thB = 6 nearest pilot
symbols are used for interpolation in frequency direction [see

IV. COMPARISON OF THETWO-ITERATIVE CHANNEL
ESTIMATORS BY SIMULATION
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Fig. 8. EXIT chart, detection stage, and decoder with simulated trajectory of
Fig. 7. Mutual information transfer characteristics of the detection stagee iterative decoding loop fofp,,., = 100 Hz atE, /N, = 10 dB.
consisting of the soft mapper, the symbol CE stage, and the demapper for
different maximal Doppler shift§p, _ atE, /N, = 10 dB.

The a priori input LZ"H to the detection stage is on the ab-
scissa (mutual informatiof < 74; < 1 in bit per binary
symbol). Thea posteriorioutput ¢, — L, , is on the ordinate
(mutual information) < Ig; < 1). The mutual information
transfer characteristics describe the input-output relations of t =
detection stage and are calculated by applying a Gaussian ¢ g
tributed random variable aspriori input and quantifying tha
posteriorioutput in terms of mutual information [3]-[7]. As can
be seen, the higher the maximal Doppler slfift __ the lower
Iz . The curve forfp, .. = 100 Hz starts forl4; = 0 (noa
priori knowledge) at a highea posteriorioutputlg; than the
other two curves. But fof 51 = 1 (perfecta priori knowledge),
all curves have nearly the saragosteriorioutput/g; .

Now, we are interested in the impact of the pilot CE stage a
the performance of the receiver. Therefore, we consider the tt
jectory of the iterative decoding loop in the EXIT chart. Gener ) i

put |5, to decoder

trajectory ——
0_2 ’,‘ ereessseresnnassansennsiensonnoaasnnas . -
detection stage ----@

>0
@

decoder - .

output Ig4 of detection stage beco

detection stage with perfect csi -----

ally, the trajectory shows the exchange of information betwee 0 0.2 0.4 06 08 1
the detection stage and the decoder [3]-[7]. output Ig, of decoder becomes input 1,4 to detection stage
In Fig. 8, the EXIT chart is depicted fofp_ = 100 Hz.

max Fig. 9. EXIT chart, detection stage and decoder with simulated trajectory of
The trajectory is a simulation result of the iterative schemgg iterative decoding loop fof,..... = 300 Hz atE, /N, = 10 dB.

whereas, the transfer characteristics are computed individually

for the detection stage and the decoder, applying Gaussian digry close to the case of perfect csi. Therefore, the degradation
tributed random variables aspriori inputs. The inputL;; t0 i system performance due to the CE is very low.

the decoder forms the mutual informatidn,. The a poste- Fig. 9 shows the EXIT chart fofp__ = 300 Hz. In com-

riori outputLg , — L, of the decoder composes the mutuabarison to Fig. 8, we need two iterations before the trajectory

information I,. The achieved trajectory matches fairly wellyets stuck, owing to the intersection of both characteristics at
with the transfer characteristics. After one iteration the traje¢;,, ~ 1. The reason is that now the two-dimensional sampling

tory gets stuck, owing to the intersection of both characteristiggeorem is violated > 160 Hz). Therefore, the result

atlp = 1. of the pilot CE stage is not as good as for the cége, =
In Fig. 8, the characteristic curve for a receiver with perfed)0 Hz. As a consequence, the trajectory starts at a lower po-
channel state information (csi) is also shown. As can be seen,$dion (left-hand side of the chart) in comparison to Fig. 8, but

perfecta priori knowledgel 4; = 1 the detection stage comesalthough the two-dimensional sampling theorem is violated, the
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3 detection stage with perfect csi ----- for different interleaver size®y, ; at fp,,.. = 300 Hz.
0 T T T
0 0.2 0.4 0.6 0.8 1
output I, of decoder becomes input I, to detection stage decoding is worse fofp .. = 600 Hz due to the strong viola-

tion of the two-dimensional sampling theorem. So, there is no
Fig. 10. EXIT chart, detection stage and decoder with simulated trajectoryihprovement of the BER by the iterative loop. Therefore, the
the iterative decoding loop fofp,,,,,, = 600 Hz at£, /N, = 10 dB. channel estimator with iterative filtering and decoding depends
on the pilot symbol spacing, i.e., on the two-dimensional sam-
pling theorem.

Fig. 12 shows the BER for different interleaver sigs; at
fp... = 300 Hz. To vary the interleaver size, we change the
number of subcarrier& and the number of OFDM symbols
L for the blockwise transmission. All the other parameters are
kept. For the interleaver siz€ o = 199980, we useK, =
1001 andLy = 101 as in the simulations above. The interleaver
sizeVr, 1 = 20160 results forK; = 101 andL; = 101. For the
interleaver sizé/;, » = 5130, we useK, = 51 andL; = 51.

As can be seen, an increasing interleaver size lowers the BER
for Eb/No > 7 dB.

0.1

0.0001
B. lterative APP CE

fe-05 | : : : : : : : : For the iterative APP CE, we consider simple prediction with
E./N, [dB] my = 3 andmy = 2 in (47) and (51). In Fig. 13, the mu-
tual information transfer characteristics of the APP CE stage
Fig. 11.‘ BER for CE With itgrative fiIt_ering and decoding after two iterationgyra depicted similar to Fig. 7. Thee priori input LZ i to the
for mobile channels with various maximal Doppler Shifts,,.. APP CE stage in Fig. 5 is on the abscissa (mutual informa-
tion 0 < I4; < 1 in bit per binary symbol). The& poste-
result after two iterations still comes very close to the detectiiori outputL;j — LS,H is on the ordinate (mutual information
stage with perfect csi. 0 < Ig; < 1). The mutual information transfer characteristics
The trajectory forfp,.., = 600 Hz is depicted in Fig. 10. In describe the input—output relations of the APP CE stage.
this case, the two-dimensional sampling theorem is even moréAs can be seen, all curves end at a hégposteriorioutput
violated. As a result, the output signal of the pilot CE stage I5;; for perfecta priori knowledgel 4; = 1. Thea posteriori
heavily distorted. Therefore, the trajectory starts at the low poutput/g; is higher, the lower the maximal Doppler shift is for
sition Igs = 0, g1 =~ 0.25 (see detail in Fig. 10). In the first perfecta priori knowledgel 4; = 1. This aspect holds also for
iteration step, the trajectory drops vertically. Finally, the traje¢he beginning of the curves &f; = 0 (noa priori knowledge
tory gets stuck on the left-hand side of the chart, owing to the iis- available).

tersection of both characteristics at polgb ~ 0, [g; =~ 0.05. In Fig. 14, the EXIT chart is depicted fgip, .. = 100 Hz.
Thus, the performance of the receiver is very poorfier.. = The trajectory of the iterative decoding loop shows the ex-
600 Hz. change of information between the APP CE stage and the de-

InFig. 11, the BER is shown after two iterations for channetsoder. The input;, to the decoder forms the mutual information
with different Doppler shiftsfp___. As expected from Fig. 10, I45. Thea posteriorioutputhl,H — Ly, of the decoder composes
the result of the channel estimator with iterative filtering anthe mutual information/g,. The achieved trajectory matches

max
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Fig. 13. Mutual information transfer characteristics of the APP CE stage fbi9- 15. EXIT chart, APP CE stage, and decoder with simulated trajectory of
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the iterative decoding loop fofp,,.. = 300 Hz atE, /N, = 10 dB.
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Fig. 14. EXIT chart, APP CE stage, and decoder with simulated trajectory Big. 16.

output I, of decoder becomes input |54 to APP CE stage

EXIT chart, APP CE stage, and decoder with simulated trajectory of

the iterative decoding loop fofp,,.. = 100 Hz atE, /N, = 10 dB. the iterative decoding loop fofp,,.. = 600 Hz atE, /N, = 10 dB.

with the transfer characteristics fairly well. After one iteration, Also in this case, the result after about two iterations comes
the trajectory gets stuck, owing to the intersection of both charery close to the receiver with perfect csi.
acteristics af g2 ~ 1, /g1 =~ 0.82. In addition, the character- In Fig. 17, the BER is depicted after two iterations for dif-
istic curve for a receiver with perfect csi is also shown. As cédarent maximal Doppler shiftgp_ . As can be seen, we ob-
be seen, for perfea priori knowledgel,; = 1, the APP CE tain a good performance for all maximal Doppler shifts, even
stage comes very close to the curve of perfect csi. Therefore, tbe fp_ .. = 600 Hz, although the sampling theorem is vio-
degradation in system performance due to the CE is very lowated. This is because the iterative APP channel estimator op-
Fig. 15 shows the EXIT chart fofp,__ = 300 Hz. erates on the coordinatésand!/, which are upsampled by the
The trajectory gets stuck after about one iteration, owing factorsD; and D, with respect to the pilot coordinates. There-
the intersection of both characteristics. fore, the two-dimensional sampling theorem on pilot grid basis
The trajectory forfp_ = 600 Hz is depicted in Fig. 16.  is not decisive any more.

max
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into the transmission signal. The pilot grid on the frequency
axis is given by the carrier spacinlyf and on the time axis
by the symbol spacind’;. For the mobile channel, a WSSUS
model is used wittH (f,t) in (2).

The first channel estimator with iterative filtering and de-
coding (Fig. 3) is an extension to the well-known CE applying
Wiener Filtering [1]. TheL-values on the coded bits at the
output of the APP decoder are fed back to iteratively compute
an improved estimate of the channel frequency response.
As a result, this estimator shows good performance also for
moderate maximal Doppler shifts exceeding the limit given
by the sampling theorem. However, it fails finally for mobile
channels with very large Doppler shift, e.gp,_ .. = 600 Hz,
due to the violation of the sampling theorem.

The second method in Fig. 5 applies two APP estimators, one
for the time and the other one for the frequency direction. These

Fig. 17. BER for APP CE after two iterations for mobile channels with variougyo estimators are embedded in an iterative |00p similar to the

maximal Doppler shift§p,., .. -

0.1

0.01
i
w
)
0.001
0.0001
Vi o= 199980 —m—
V1 =20160 --@--
Vi p=5130 ko
1e-05 T T | 1 1 1 I I L
0 1 2 3 4 5 6 7 8 9 10
E/N,, [dB]

Fig. 18. BER for APP CE after two iterations for different interleaver sizes

Vi at fpoa.e = 300 Hz.

3
Fig. 18 shows the simulation results after two iterations for Bl

= 300 Hz similar to

max

different interleaver size¥7 ; at fp
Fig. 12.

As can be seen, the impact of the interleaver size on the BER
is lower than for the receiver with iterative filtering and de-
coding (see Fig. 12). Therefore, the performance of the receivef’!
with APP CE is superior to the receiver with iterative filtering

and decoding for small interleaver sizes.

V. CONCLUSION

turbo decoding principle. It is shown that this scheme performs
almost like the channel estimator with iterative filtering and de-
coding in Fig. 3 for low to moderate maximal Doppler shifts
up to aboutfp,_ .. = 300 Hz. However, for channels with very
large Doppler shift, e.g.fp,,.. = 600 Hz, this method outper-
forms the other estimator by far. This is because the iterative
APP channel estimator operates on the discrete frequeany
discrete timd, which are upsampled coordinates with respect
to the pilot positions. Therefore, the two-dimensional sampling
theorem on pilot grid basis is not decisive any more. An in-depth
investigation of the algorithm complexity was not subject of this
letter. However, it can be said that the iterative APP channel esti-
mator requires much more processing power than the algorithm
with iterative filtering and decoding.
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