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Abstract—Multi-source relay-based cooperative communica-
tions can achieve spatial diversity gains, enhance coverage and
potentially increase capacity when multiuser detection is used to
effect maximum likelihood demodulation. If considered for large
networks, traditional relaying entails loss in spectral efficiency
that can be mitigated through network coding at the physical
layer. These considerations motivate the complex field network
coding (CFNC) approach introduced in this paper. Different
from network coding over the Galois field, where wireless
throughput is limited as the number of sources increases, CFNC
always achieves throughput as high as 1/2 symbol per source
per channel use. In addition to improved throughput, CFNC-
based relaying achieves full diversity gain regardless of the
underlying signal-to-noise-ratio (SNR) and the constellation used.
Furthermore, the CFNC approach is general enough to allow for
transmissions from sources to a common destination as well as
simultaneous information exchanges among sources.

Index Terms—Cooperative communications, multiuser detec-
tion, complex field coding, network coding, diversity gain, link-
adaptive regeneration.

I. INTRODUCTION

W ITHOUT being necessary to pack multiple antennas
per terminal, relay-based cooperation can achieve spa-

tial diversity gains, enhance coverage and potentially increase
capacity of wireless communication links [12], [13]. Multiuser
detection on the other hand, offers jointly optimal demodula-
tion of mutually interfering digital streams arising due to the
superposition of multiple packets received from cooperating
sources and relay nodes [17]. However, as the network size
grows, traditional relay schemes become increasingly band-
width inefficient. To break through this bandwidth bottleneck,
network coding - a technique originally developed for routing
in lossless wireline networks - has been recently applied to
wireless relay networks [1], [2], [4], [11], [14].

An adaptive network-coded cooperation protocol was pro-
posed in [2] to map the instantaneous network graph to the
channel code graph. More recent research efforts focus on
exploiting jointly network coding and the broadcast nature of
wireless networks, with or without accounting for decoding
errors at the relay(s) [4], [9], [11], [16]. Assuming bit-level
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synchronization, a physical-layer network coding (PNC) was
introduced recently in [21] for an additive white Gaussian
noise (AWGN) two-way relay channel to map superposition
of electromagnetic signals to simple Galois field GF(2n)
additions of digital bit streams.

Common to all these works is that network coding is
applied over the Galois field thus effecting bit-level operations.
To further improve network throughput, the present paper
develops a complex field network coding (CFNC) approach
which entails symbol-level operations at the physical layer.
The basic thesis is that CFNC may offer a better fit than Galois
field network coding (GFNC) in the wireless regime, primarily
because CFNC achieves higher throughput than GFNC and
PNC schemes while attaining the maximum possible diversity
gain with multiuser detection.

Specifically, for a cooperative network with NS sources, NR

relays and one common destination, a setup represented by the
triplet (NS , NR, 1), we contend that CFNC offers throughput
as high as 1

2 symbol per source per channel use (sym/S/CU).
This clearly improves the throughput of GFNC ( 1

NS+NR
) and

that of traditional relying ( 1
NS(NR+1) ), especially as NS and

NR grow large. Full diversity can be achieved with CFNC
regardless of the SNR and constellation size. In addition to
transmissions from NS sources to a common destination,
CFNC enables also efficient exchange of information among
sources with each achieving full diversity.

The rest of this paper is organized as follows: Section II,
describes the model for the (NS , 1, 1) setup and analyzes
diversity performance; generalization to (NS , NR, 1) is pur-
sued in Section III and information exchange among sources
is considered in Section IV; simulations are described in
Section V; and conclusions are summarized in Section VI.
Notation: Upper and lower case bold symbols denote matrices
and column vectors, respectively; (·)∗ denotes conjugation;
(·)T transpose; (·)H Hermitian transpose; CN (0, σ2) the circu-
lar symmetric complex Gaussian distribution with zero mean
and variance σ2; x̂ the estimate of x; for a random variable γ,
γ̄ = E{γ} denotes its mean; Expo(1/γ̄) the exponential dis-
tribution with mean γ̄; Gamma(n, γ̄) the gamma distribution,
and specifically with n = 1, Gamma(1, γ̄) = Expo(1/γ̄);
Q(x) := (1/

√
2π)

∫∞
x exp(−t2/2)dt is a monotonically de-

creasing function of x.

II. CFNC FOR THE (NS , 1, 1) COOPERATIVE NETWORK

We will first consider the (2, 1, 1) setup in Subsection II-A,
generalize it to (NS , 1, 1) in Subsection II-B and analyze its
error performance in Subsection II-C.

0733-8716/08/$25.00 c© 2008 IEEE

Administrator
Highlight

Administrator
Highlight

Administrator
Highlight

Administrator
Highlight

Administrator
Highlight

Administrator
Highlight



562 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 26, NO. 3, APRIL 2008

S1

S2

R D

Time Slot 1:
Time Slot 2:
Time Slot 3:
Time Slot 4:

(a) Traditional Relay

S1

S2

R D

Time Slot 1:
Time Slot 2:
Time Slot 3:

(b) Relay with GFNC

S1

S2

R D

Time Slot 1:
Time Slot 2:

(c) Relay with CFNC

Fig. 1. Relay scheduling schemes.

A. The (2, 1, 1) Paradigm Network

Consider the two-source one-destination wireless relay net-
work depicted in Fig. 1. With a single antenna per node, two
sources (S1 and S2) send information to the destination (D)
directly, and through the relay (R). To avoid interference,
sources S1 and S2 in traditional relaying transmit over or-
thogonal channels, e.g., via time division multiple access as in
Fig. 1(a). First, S1 sends symbol x1 to both R and D during
channel use (CU) 1. After detecting x1 as x̂1, R forwards
x̂1 to D in CU 2. Likewise, S2 sends x2 directly to D and
through R in channel uses (CUs) 3 and 4, respectively. Since a
total of 4 channel uses are needed to transmit one symbol per
source, the throughput is 1/4 symbol per source per channel
use (sym/S/CU). Note that diversity of order two provided by
the Rayleigh fading channels can be collected, in principle,
since D receives two copies of x1 and x2.

The relay scheme based on GFNC is illustrated in Fig.
1(b). After detecting x1 and x2 sent as in traditional relaying
during the first two channel uses, R forwards to D in CU
3 the GF coded symbol x̂1 ⊕ x̂2, where ⊕ denotes bitwise
exclusive XOR operation. Clearly, the throughput of GFNC-
based relaying is 1/3 sym/S/CU. When the channels are error
free, D receives one copy of x1 in CU 1, along with a second
copy x1 = x2 ⊕ (x1 ⊕ x2) obtained from the GF sum of the
received symbols during CUs 2 and 3. Likewise, two copies
of x2 are obtained at D after 3 channel uses, and therefore
diversity of order 2 is possible as in traditional relaying.

Next, we introduce the CFNC-based relay scheme which
further improves network throughput. As illustrated in Fig.
1(c), R receives simultaneously signals θ1x1 and θ2x2 trans-
mitted from S1 and S2 in CU 1, where the agreed coefficients
θ1 and θ2 drawn from the complex field C will be specified
later. The received symbols at R and D after CU 1 are

ySR = hS1Rθ1x1 + hS2Rθ2x2 + nSR (1)

ySD = hS1Dθ1x1 + hS2Dθ2x2 + nSD (2)

where for each pair of subscripts, hij ∼ CN (0, σ2
ij) denotes

the channel coefficient and nij ∼ CN (0, N0) denotes the
AWGN term. The instantaneous and average SNRs are given
respectively by γij := |hij |2γ̄ and γ̄ij := σ2

ij γ̄, where
γ̄ := Px/N0 and Px denotes the average transmit-power of
source symbols x which are assumed drawn from a finite
alphabet Ax with cardinality |Ax|. Maximum likelihood (ML)
demodulation at the relay yields

(x̂1, x̂2)R = arg min
x1,x2∈Ax

||ySR−hS1Rθ1x1−hS2Rθ2x2||2. (3)

Among the different forwarding schemes one can employ at
R, we adopt the link-adaptive regenerative (LAR) relaying
scheme of [19], where relayed symbols are scaled before
being forwarded to the destination. Adapting the scale to the
intended source-relay-destination channels, LAR forwarding
outperforms existing alternatives in terms of diversity, com-
plexity and power efficiency [19].

With LAR relaying, the input/output (I/O) relationship in
CU 2 is given by

yRD = hRD

√
α(θ1x̂1 + θ2x̂2) + nRD (4)

where hRD ∼ CN (0, σ2
RD), nRD ∼ CN (0, N0) and α

represents a link-adaptive scalar which controls transmit power
at R. With hRD

√
α obtained at D through channel training

of the R → D link, the ML detector at D using information
from two channel uses can be expressed as

(x̂1, x̂2)D = arg min
x1,x2∈Ax

{||ySD − hS1Dθ1x1 − hS2Dθ2x2||2

+||yRD − hRD

√
α(θ1x1 + θ2x2)||2

}
.

It is important to stress that CFNC in this (2, 1, 1) setup im-
proves throughput to 1/2 sym/S/CU. Compared to a co-located
two-transmit one-receive antennae system, the throughput loss
is due to the practical half-duplex constraint of the relay, since
R cannot receive and transmit signals using a single antenna
over the same channel. In addition to improving throughput,
CFNC is also attractive in terms of symbol error probability
(SEP), especially when the SNR is sufficiently high as we will
see later in Subsection II-C. Three remarks are now in order.
Remark 1: The distinct feature of CFNC is a one-to-one map-
ping between the ordered pair (x1,x2) and u = θ1x1 + θ2x2,
i.e., θ1x1 + θ2x2 �= θ1x2 + θ2x1, if and only if x1 �= x2. This
enables detection of both x1 and x2 based only on u. Because
this property does not hold for the XOR operation x1 ⊕ x2

(x1 ⊕ x2 = x2 ⊕ x1), GFNC cannot achieve throughput as
high as CFNC even when the source bits are added “in the
air” with perfect bit-level synchronization as in [21].
Remark 2: Physical layer network coding can also achieve
throughput 1/2 sym/S/CU, but only for the setup considered in
[21], where each source is also destination for the information
sent by the other source. This two-source relay network shown
in Fig. 2(b) can be seen as a sub-network of the two-source
CFNC-based relay network with a common destination [cf.
Fig. 2(a)], since the broadcast nature of wireless transmissions
allows S1 and S2 to “hear” R during CU 2. Hence, using
CFNC it is possible to achieve high-throughput information
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Fig. 2. Comparison between CFNC- and PNC-based networks.
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exchange between S1 and S2 as in [21], while sources can
also reach a common destination D.
Remark 3: Similar to all cooperative relay protocols, physical
layer network coding, GFNC and this paper’s CFNC-based
approach require timing synchronization. This can be acquired
using algorithms developed for co-located multi-antenna sys-
tems; see e.g., [15], [8, Ch. 11] and references therein. For
the special setup in [21], it is possible to bypass this syn-
chronization requirement [10]. Note also that CFNC requires
symbol-level synchronization which is easier to acquire than
bit-level synchronization required by GFNC.

B. The (NS , 1, 1) Cooperative Network

In this section, we generalize the CFNC approach to a setup
involving NS sources (NS = N here for notational brevity).
Upon defining x := [x1, . . . , xN ]T and θT := [θ1, . . . , θN ],
the I/O relationships in CU 1 are (see also Fig. 3)

ySR = θT HSRx + nSR (5)

ySD = θTHSDx + nSD (6)

where HSR := diag(hS1R, . . . , hSN R) and HSD :=
diag(hS1D, . . . , hSN D). In CU 2, the relay forwards infor-
mation from the sources to D with scaled power to obtain

yRD = hRD

√
αθT x̂R + nRD (7)

where the N × 1 symbol vector x̂R is obtained at R using
ML detection as

x̂R = arg min
x∈Ax

||ySR − θT HSRx||2. (8)

The ML detector at D based on data received in channel uses
1 and 2 yields

x̂D = arg min
x∈Ax

{
||ySD − θTHSDx||2

+||yRD − hRD

√
αθTx||2

}
.

Hence, over only two channel uses, information from N
sources arrives at D along with an extra copy received from
R.

Critical to CFNC is the design of θT in (5) and (6).
Before transmission in CU 1, the source signal xi from Si

is multiplied by θi, the ith entry of θT := [θ1, θ2, . . . , θN ],
i = 1, . . . , N . Vector θ is assumed available at every node in
the network. Among the different choices for θ, we adopt
the one based on linear constellation precoding designed
for multiple-input multiple-output (MIMO) systems in [8];
see also [5], [6], and [20]. For N = 2k, the entries of θ
in this design are given by θi = ejπ(4n−1)(i−1)/(2N); and
for N = 3 × 2k, by θi = ejπ(6n−1)(i−1)/(3N) for any
n = 1, . . . , N . The major difference between precoded MIMO
transmissions involved with co-located multi-antenna systems
and those used here for CFNC is due to possible decoding
errors at the relay which complicate diversity analysis of the
CFNC-based network, the subject undertaken next.

C. Performance Analysis

The diversity gain Gd is defined as the negative exponent in
the average SEP when the average SNR tends to infinity, that is

E[P ]
γ̄→∞≈ (Gcγ̄)−Gd , where Gc denotes the coding gain. For

symbol-by-symbol demodulation of uncoded transmissions,
Gc depends on the constellation and the transmit-power.
On the other hand, Gd depends on the degrees of freedom
provided by the underlying fading channels.

With σ2
SR := E[|hSiR|2], σ2

SD := E[|hSiD|2], and σ2
RD :=

E[|hRD|2] denoting the per-link variances, the objective of
this section is to establish that:

Proposition 1: The (N, 1, 1) wireless cooperative network
with CFNC can achieve throughput 1/2 sym/S/CU and full
diversity with ML multiuser detection for any N and any SNR
triplet (σ2

SR, σ2
SD, σ2

RD).

The throughput claim in Proposition 1 has been argued in
Section II-B. The proof of the diversity claim will be carried
through by successively bounding the SEP. Because symbols
u = θTx are drawn from a constellation Au, with cardinality
|Au| = |Ax|N , the SEP for u (Pu) should upper bound that
for xi (P xi); i.e., Pu ≥ P xi ∀ i = 1, . . . , N . Hence, to prove
that E[P xi ] achieves full diversity, which is 2 for the (2, 1, 1)
setup, it suffices to prove that E[Pu] achieves full diversity.

Let power Px = 1, dmin (dmax) denote the minimum
(maximum) Euclidean distance in the constellation of θTx,
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i.e., in Au, and dmin
SR (dmin

SD ) the minimum Euclidean distance
in the constellation of θT HSRx (respectively θTHSDx). We
will find it useful to consider a “virtual” S → R link with I/O
relationship

ỹSR = h̃SRθT x + ñSR = h̃SRu + ñSR (9)

where h̃SR has an arbitrary phase known at R and amplitude
|h̃SR| := dmin

SR /dmax. Note that the maximum Euclidean dis-
tance of the received constellation in (9) is |h̃SR|dmax

√Px =
dmin

SR , which equals the minimum Euclidean distance of the
received constellation in (5). Thus, the SEP of the “virtual”
scalar channel (P̃u

SR) upper bounds that of the original S → R
link (Pu

SR). Making use of the union bound, P̃u
SR can be

bounded as

P̃u
SR ≤ (M − 1)Q

(√
2γ̃SR

)
≤ (M − 1) exp(−γ̃SR) (10)

where γ̃SR := |h̃SR|2(dmin/2)2γ̄, M := |Au| and the last
inequality follows from the Chernoff bound.

Similarly, we can also consider a “virtual” S → D channel
with I/O relationship

ỹSD = h̃SDθT x + ñSD = h̃SDu + ñSD (11)

where h̃SD has an arbitrary phase known at D, amplitude
|h̃SD| := dmin

SD /dmax and γ̃SD := |h̃SD|2(dmin/2)2γ̄. Con-
sider now detecting x at D based on yRD received from
the relay [cf. (7)] and the virtual ỹSD given by (11). It can
be readily verified that ML detection using yRD and ỹSD is
equivalent to maximum ratio combining (MRC) and yields

x̂D = arg min
x∈Ax

|h̃∗
SDỹSD +

√
αh∗

RDyRD

−(|h̃SD|2 + α|hRD|2)θTx|2. (12)

Since P̃u
SD ≥ Pu

SD, the SEP P̃u of the MRC detection in
(12) upper bounds the SEP Pu of the original system. We wish
to prove that P̃u exhibits full diversity. Toward this goal, let
Pu

c (Pu
e ) denote the SEP at D conditioned on the fact that R

forwards a correct (correspondingly erroneous) u. Considering
that R may correctly decode x or not (with probability 1 −
P̃u

SR and P̃u
SR respectively), we obtain P̃u = (1− P̃u

SR)Pu
c +

P̃u
SRPu

e ≤ Pu
c + P̃u

SRPu
e .

Our next step is to bound the instantaneous virtual
SNRs (γ̃SR, γ̃SD) using the minimum SNRs of the actual
links, namely γmin

SR := min(γS1R, . . . , γSN R) and γmin
SD :=

min(γS1D, . . . , γSN D), as asserted in the following lemma
(see Appendix A for the proof).

Lemma 1: It holds that ∆SRγmin
SR ≤ γ̃SR ≤ γmin

SR , where
∆SR is a random variable independent of γmin

SR satisfying
Pr(∆SR > 0) = 1; in addition, it holds that ∆SDγmin

SD ≤
γ̃SD ≤ γmin

SD , where ∆SD is a random variable independent
of γmin

SD satisfying Pr(∆SD > 0) = 1.

Lemma 1 allows us to further upper bound P̃u
SR in (10) as

P̃u
SR ≤ (M − 1) exp(−∆SRγmin

SR ); and hence

P̃u ≤ Pu
c + (M − 1) exp(−∆SRγmin

SR )Pu
e . (13)

Also from Lemma 1 and the union bound, we obtain

Pu
c ≤ (M − 1)Q

[√
2(∆SDγmin

SD + αγRD)
]

(14)

where γRD := |hRD|2(dmin/2)2γ̄. To bound Pu
e in (13), note

that if there is a detection error at R, then Pu
e can be upper

bounded by the worst case which corresponds to having the
decoded symbol at R as the farthest constellation point (i.e., at
distance dmax) from the actual symbol sent from the sources.
(A detailed proof of this claim in a different context can be
found in [18].) Based on this worst case, using Lemma 1 and
the union bound again, we arrive at

Pu
e ≤ (M − 1)Q

{√
2
[
∆SDγmin

SD − αγRD2β
]

√
∆SDγmin

SD + αγRD2β

}
(15)

where β := dmax/dmin. The α chosen to control transmit-
power at R, affects critically the SEP [19]. A simple diversity-
achieving α is the following one introduced in [19]

α :=
min{γ̃SR, γ̄RD}

γ̄RD
(16)

where γ̄RD := σ2
RD(dmin/2)2γ̄. Notice that this α depends

only on the instantaneous channel state information (CSI) of
the Si → R links and the average CSI γ̄RD . Intuitively, α
in (16) is chosen small when the Si → R link is unreliable
(i.e., γ̃SR is very small); and large when the Si → R link is
reliable.

Combining bounds (13)-(15), E[Pu] can be upper bounded
as E[Pu] ≤ E[Pu

1 ] + E[Pu
2 ], where

Pu
1 = (M − 1)Q

[√
2(∆SDγmin

SD + αγRD)
]

(17)

Pu
2 = (M − 1)2 exp(−∆SRγmin

SR )

×Q

{√
2
[
∆SDγmin

SD − αγRD2β
]

√
∆SDγmin

SD + αγRD2β

}
. (18)

To establish that E[Pu] achieves full diversity, we rely on the
following lemma to show that both E[Pu

1 ] and E[Pu
2 ] achieve

full diversity (see Appendix B for the proof).

Lemma 2: Consider the symbol error probability function Pe

satisfying

Pe ≤ exp(−η′
eγe)Q

[√
2(ηcγc − ηeγe)√
ηcγc + ηeγe

]

where γc ∼ Gamma(nc, γ̄) and γe ∼ Gamma(ne, γ̄) are
independent; and ηc, ηe and η′

e are nonnegative random
variables independent of γc and γe. If the probability density
functions p(ηc), p(ηe) and p(η′

e) do not depend on γ̄, and
Pr(ηc > 0) = Pr(ηe > 0) = Pr(η′

e > 0) = 1, then
the average Pe is bounded as E[Pe] ≤ κγ̄−(nc+ne), where
κ := E[k(ηc, ηe, η

′
e)] > 0 is a constant not dependent on γ̄;

hence, E[Pe] achieves diversity of order nc + ne.1

We next derive pertinent bounds for (17) and (18) to match
the requirements in Lemma 2. Upon defining the i.i.d. random
variables γnorm

ij ∼ Expo(1/γ̄) = Gamma(1, γ̄) for any pair

1We define γc ∼ Gamma(0, γ̄) if γc = 0 and γe ∼ Gamma(0, γ̄) if
γe = 0; so Lemma 2 holds for any nc ≥ 0 and ne ≥ 0.
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of subscripts (i, j), the SNR terms of Pu
1 in (17) can be

expressed as [cf. (16)]

∆SDγmin
SD + αγRD

= ∆SD
σ2

SD

N
γnorm

SD + min
(

γ̃SR

γ̄RD
, 1
)(

dmin

2

)2

σ2
RDγnorm

RD .

As a result, Pu
1 can be upper bounded as Pu

1 ≤
(M − 1)Q

[√
2ηcγc

]
where γc = γnorm

SD + γnorm
RD and

ηc = min
{
∆SD

σ2
SD

N , min
(

∆SRγmin
SR

γ̄RD
, 1
)(

dmin

2

)2

σ2
RD

}
.

Thus, γc ∼ Gamma(2, γ̄) and Pr(ηc > 0) = 1 from Lemma
1. Since the coefficient (M − 1) can be absorbed by the
constant κ, Lemma 2 applies to Pu

1 with γe = 0, nc = 2 and
ne = 0; and therefore, E[Pu

1 ] achieves diversity 2 (= nc+ne).
For Pu

2 , since the power scale in (16) satisfies α ≤ γ̃SR

γ̄RD
≤

γmin
SR

γ̄RD
, we obtain

Pu
2 ≤ (M − 1)2 exp(−η′

eγe)Q

[√
2(ηcγc − ηeγe)√
ηcγc + ηeγe

]
(19)

and Lemma 2 applies with γc = γnorm
SD , γe = γnorm

SR ,

ηc = ∆SD
σ2

SD

N , ηe = 2β γRD

γ̄RD

σ2
SR

N , η′
e = ∆SR

σ2
SR

N , nc = 1
and ne = 1. Arguing as before, it follows that E[Pu

2 ] also
achieves diversity 2. Thus, full diversity 2 is exhibited by
E[Pu] and hence by the average SEP corresponding to each
source and any triplet (σ2

SR, σ2
SD, σ2

RD). This completes the
proof of Proposition 1.

At this point it is appropriate to clarify the merits of CFNC
relative to GFNC with regards to throughput and diversity.
Remark 4: Instrumental to CFNC’s throughput improvement
is the N × 1 linear constellation precoding vector θ. Its
judicious design ensures that from the linear combination
u = θTx it is possible to uniquely recover x. This holds true
for any N and x drawn from a finite alphabet (lattice); see
[8, pp. 70-79], [6] and references therein.2 Notwithstanding,
for GFNC to be able to match CFNC’s throughput (enabled
by the linear combination of symbols from different sources
received simultaneously at R and D), it should be feasible
to uniquely recover each xi, i = 1, . . . , N , from the XOR
aggregate x1 ⊕ x2 ⊕ · · · ⊕ xN , which is generally impossible.
The only exception is through physical network coding in
the special setup considered in [21], where N = 2 and both
sources act also as destinations but a separate destination is
absent. In the presence of a separate destination, CFNC will
still have higher throughput even with N = 2 sources.
Remark 5: With regards to diversity, one may be tempted
to think that even source-relay channels with independent,
identically distributed phases could enable the diversity as in
multi-input single-output random fading channels carrying a
common symbol. Apart from the fact that channels maybe
correlated, this is impossible in the present high-throughput
setup because the sources transmit different symbols xi. The
diversity in CFNC comes from the extra copies provided at
the destination by the relays. In fact, key enabler of CFNC’s
maximum diversity is the link adaptive power scaling of the

2With binary modulations and N = 2, linear constellation precoding can
be also interpreted as constellation rotation; but this interpretation does not
apply in general.
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Fig. 4. An (NS , NR, 1) CFNC-based network with PR.

linearly precoded symbol u that is decoded at the relay and
forwarded to the destination. The role of α in enabling the
diversity of general decode-and-forward relay transmissions
has been documented in [19]. Here it is applied to the
linearly precoded symbol based on which the destination can
uniquely recover the extra copies of each xi and combine them
with their counterparts received from the source-destination
channels to collect (via multiuser detection) the maximum pos-
sible diversity. Note again that unique recovery of individual
symbols from their XOR superposition is generally impossible
with GFNC.

III. THE (NS , NR, 1) COOPERATIVE NETWORK

The objective of this section is to establish that a general
CFNC-based (NS , NR, 1) network can attain symbol rate 1/2
sym/S/CU and full diversity NR + 1. Two alternatives will be
considered for the multi-relay operation, starting with that of
parallel relays (PR).

A. Parallel Relays

With reference to Fig. 4, consider NS sources trans-
mitting with CFNC to NR relays and the destination D
over NR successive channel uses during which hSR’s and
hSD’s are assumed to remain invariant. Defining HSRj :=
diag(hS1Rj , · · · , hSNsRj ), HSD := diag(hS1D, · · · , hSNsD)
and x(t) := [x1(t), . . . , xNS (t)]T , the I/O relationships in
these first NR channel uses are

ySRj (t) = θT
SHSRjx(t) + nSRj (t) (20)

ySD(t) = θT
SHSDx(t) + nSD(t) (21)

where t = 1, . . . , NR, j = 1, . . . , NR, and θS is an NS × 1
vector designed as in Subsection II-B.

After NR channel uses, relay Rj detects x̂j(t) =
argmin

x(t)
||ySRj (t) − θT

SHSRjx(t)||2 and forwards this demod-

ulated symbol with scaling coefficient αj in CU NR + j. The
I/O relationship is

yRjD =
√

αjhRjDθT
Rx̂j + nRjD

′, j = 1, . . . , NR (22)

where x̂j := [x̂T
j (1), . . . , x̂T

j (NR)]T , and θR is an NSNR×1
vector designed as in Subsection II-B.

Since NR symbols are transmitted per source over 2NR

channel uses, the symbol rate is clearly 1/2 sym/S/CU. The
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ML detector at D after 2NR channel uses yields

x̂D = argmin
x′

{
NR∑
t=1

||ySD(t) − θT
SHSDx(t)||2

+
NR∑
j=1

||yRjD −√
αjhRjDθT

Rx′||2
⎫⎬
⎭

where x′ := [xT (1), . . . ,xT (NR)]T .

B. Performance Analysis for Parallel Relays

Let dmin
S (dmin

R ) and dmax
S (dmax

R ) denote the minimum and
maximum Euclidean distance in the constellation of θT

Sx(t)
(respectively θT

Rx′), and dmin
SRj

(dmin
SD ) the minimum Euclidean

distance in the constellation of θT
SHSRx(t) (respectively

θT
SHSDx(t)), when Px = 1. For each Rj , consider again

a “virtual” S → Rj link with I/O relationship

ỹSRj (t) = h̃SRj θ
T
Sx(t) + ñSRj (t) (23)

where h̃SRj has an arbitrary phase known at Rj and amplitude
|h̃SRj | := dmin

SRj
/dmax

S , j = 1, . . . , NR. The SEP of each “vir-

tual” S → Rj link, i.e., P̃u
SRj

, is upper bounded as P̃u
SRj

≤
(M − 1)Q

(√
2γ̃SRj

)
, where γ̃SRj := |h̃SRj |2(dmin

S /2)2γ̄.
At the end of CU NR, the SEP for v := θT

Rx′ at Rj

can be upper bounded as P̃ v
SRj

≤ NRP̃u
SRj

≤ NR(M −
1) exp(−∆SRj γ

min
SRj

), where ∆SRj and γmin
SRj

play the roles
of ∆SR and γmin

SR in the (N, 1, 1) setup.
To lower bound the SEP at D, consider further a “virtual”

S → D link with I/O relationship

ỹSD = h̃SDθT
Rx′ + ñSD (24)

where h̃SD has an arbitrary phase known at D and amplitude
|h̃SD| := dmin

SD /dmax
R . Then we can upper bound P v at D by

P v ≤ P̃ v , where P̃ v denotes the SEP of the following MRC
[cf. (22) and (24)]

x̂D = argmin
x′

||h̃∗
SDỹSD +

NR∑
j=1

√
αjh

∗
RjDyRjD

−(|h̃SD|2 +
NR∑
j=1

αj |hRjD|2)θT
Rx′||2.

Following steps analogous to those in [18] and invoking the
union bound for the worst case constellation as in the (N, 1, 1)
setup, P̃ v is upper bounded as

P̃ v =
NR∑
ε=0

(NR
ε )∑

j=1

{
ε∏

k=1

P v
SR

E
j
k

NR−ε∏
l=1

(1 − P v
SR

C
j
l

)P v(j, ε)

}
≤

NR∑
ε=0

(NR
ε )∑

j=1

{
(NRM − 1)ε+1 exp

(
−

ε∑
k=1

∆SR
E

j
k

γmin
SR

E
j
k

)

Q

⎡
⎢⎢⎣
√

2(∆SDγmin
SD +

∑NR−ε
l=1 αCj

l
γR

C
j
l

D−2β
∑ε

k=1αEj
k
γR

E
j
k

D)√
∆SDγmin

SD +
∑NR−ε

l=1 αCj
l
γR

C
j
l

D+2β
∑ε

k=1αEj
k
γR

E
j
k

D

⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭

(25)

where ε is used to index the relays forwarding erroneously
detected symbols to D; Ej (Cj) is a set of ε (NR−ε) distinct
elements from the set {1, 2, . . . , NR}; Ej

k (Cj
l ) is the kth (lth)

element of Ej (Cj), Ej ∪Cj = {1, 2, . . . , NR}, Ej ∩Cj = φ
and for any j �= j′, Ej �= Ej′ , Cj �= Cj′ .

Here we choose αj :=
min{γ̃SRj

,γ̄RjD}
γ̄RjD

, where γ̄RjD :=

σ2
RjD(dmin

R /2)2γ̄, j = 1, . . . , NR. For each pair (ε, j), follow-
ing arguments similar to those in the previous section, terms
inside the curly brackets of (25) can be bounded further. We
first lower bound

∆SDγmin
SD +

NR−ε∑
l=1

αCj
l
γR

C
j
l

D ≥ ηcγc (26)

where γc = γnorm
SD +

∑NR−ε
l=1 γnorm

R
C

j
l

D, γc ∼ Gamma(NR−ε+

1, γ̄), and

ηc = min

⎧⎨
⎩∆SD

σ2
SD

NS
, min
l=1,...,NR−ε

⎡
⎣min

⎛
⎝∆SR

C
j
l

γmin
SR

C
j
l

γ̄R
C

j
l

D
, 1

⎞
⎠

(
dmin

R

2

)2

σ2
R

C
j
l

D

]}
.

Then, we upper bound 2β
∑ε

k=1 αEj
k
γR

E
j
k

D ≤ ηeγe,

where γe =
∑ε

k=1 γnorm
SR

E
j
k

, γe ∼ Gamma(ε, γ̄) and

ηe = 2β max
k=1,...,ε

{
σ2

SR
E

j
k

γR
E

j
k

D/(γ̄R
E

j
k

DNS)
}

. At last, we

lower bound
∑ε

k=1 ∆SR
E

j
k

γmin
SR

E
j
k

≥ η′
eγe, where η′

e =

min
k=1,...,ε

{
∆SR

E
j
k

σ2
SR

E
j
k

/NS

}
. This allows application of

Lemma 2 with nc = NR − ε + 1 and ne = ε, to obtain

P v ≤
NR∑
ε=0

(NR
ε )∑

j=1

(NRM − 1)ε+1

× exp(−η′
eγe)Q

[√
2(ηcγc − ηeγe)√
ηcγc + ηeγe

]
. (27)

Lemma 1 guarantees that the parameters in (27) satisfy the
conditions in Lemma 2, from which we deduce that E[P v]
achieves full diversity NR + 1, since the summations and
coefficients in (27) can be absorbed in the constant κ of
Lemma 2.

Summarizing the results pertaining to PR, we have estab-
lished that:

Proposition 2: The (NS , NR, 1) wireless cooperative net-
work with CFNC and PR achieves throughput 1/2 sym/S/CU
and full diversity with ML demodulation for each source and
any triplet (σ2

SR,σ2
SD,σ2

RD).

C. Relay Selection

Instead of parallel relays, this subsection will pursue CFNC
for an (NS , NR, 1) network with a single relay selected per
block. Simulations will confirm that relay selection (RS)
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outperforms parallel relays (PR) over the low-moderate SNR
range, where diversity benefits may not be pronounced.

As its name suggests, D in RS selects one out of NR

relays to serve during each block.3 As mentioned before, D
has available the products hRjD

√
αj for j = 1, . . . , NR.

From these products, D selects a “winner relay” per block
as Rj = arg max

j=1,...,NR

|hRjD
√

αj | = arg max
j=1,...,NR

αjγRjD; and

feeds back its index to all relays. Subsequently, transmission
follows exactly the steps in the (NS , 1, 1) setup of Section II
with Rw serving as the only relay.

Based on αwγRwD := max
j=1,...,NR

αjγRjD, one can analyze

the SEP along the lines used in Section II to arrive at E[Pu] ≤
E[Pu

1 ] + E[Pu
2 ], where [cf. (17) and (18)]

Pu
1 = (M − 1)Q

[√
2(∆SDγmin

SD + αwγRwD)
]

(28)

Pu
2 = (M − 1)2 exp(−γ̃SRw)

Q

[√
2
(
∆SDγmin

SD − 2βαwγRwD

)
√

∆SDγmin
SD + 2βαwγRwD

]
. (29)

Since αwγRwD ≥ 1
NR

∑NR

j=1 αjγRjD, Pu
1 is upper bounded

as Pu
1 ≤ (M − 1)Q

[√
2ηcγc

]
, where γc = γnorm

SD +∑NR

j=1 γnorm
RjD , γc ∼ Gamma(NR + 1, γ̄) and

ηc = min

{
∆SD

σ2
SD

NS
, min
j=1,...,NR

[
min

(
∆SRj γ

min
SRj

γ̄RjD
, 1

)
(

dmin

2

)2 σ2
RjD

NR

]}
. (30)

Therefore, Lemma 2 applies to Pu
1 in (28) with γe = 0, nc =

NR +1, ne = 0 and establishes that E[Pu
1 ] achieves diversity

NR + 1.

For Pu
2 , notice first that if γ̃SRw ≥ γ̄RwD, it holds that

Pu
2 ≤ (M − 1)2 exp(−γ̄RwD) and full diversity is ensured

when γ̄ (or say γ̄RwD) is large enough. Otherwise, if γ̃SRw <
γ̄RwD, we have αw = γ̃SRw/γ̄RwD and

αwγRwD ≥
⎛
⎝∑

j∈J1

γRjD

NR
+
∑
j∈J2

γ̃SRj

γ̄RjD

γRjD

NR

⎞
⎠

αwγRwD ≤
⎛
⎝∑

j∈J1

γRjD +
∑
j∈J2

γ̃SRj

γ̄RjD
γRjD

⎞
⎠

where J1 := {j : j ∈ [1, . . . , NR], γ̃SRj ≥ γ̄RjD} and
J2 := {j : j ∈ [1, . . . , NR], γ̃SRj < γ̄RjD}. As a result,
Lemma 2 can be applied to Pu

2 with γc = γnorm
SD , γc ∼

Gamma(1, γ̄), ηc = ∆SD
σ2

SD

NS
, γe =

∑
j∈J1

γnorm
RjD +

∑
j∈J2

γnorm
SRj

,

3A similar relay selection scheme based on traditional decode-and-forward
protocol has been proposed in [3].

γe ∼ Gamma(NR, γ̄), and

ηe = 2β max

{
max
j∈J1

[(
dmin

2

)2

σ2
RjD

]
, max
j∈J2

[
γRjD

γ̄RjD

σ2
SRj

NS

]}

η′
e = min

j∈J2

(
γ̄RjD

γRjD

)
min

{
min
j∈J1

[(
dmin

2

)2 σ2
RjD

NR

]
,

min
j∈J2

[
γRjD

γ̄RjD

∆SRj

NR

σ2
SRj

NS

]}
.

We have thus proved that E[Pu
2 ] also exhibits diversity order

NR + 1, and hence full diversity NR + 1 is guaranteed for
the average SEP at D as well as for the average SEP at each
source.

Recapitulating the results pertaining to RS, we have estab-
lished that:

Proposition 3: The (NS , NR, 1) wireless cooperative net-
work with CFNC and RS achieves throughput 1/2 sym/S/CU
and full diversity with ML multiuser detection for each source
and any triplet (σ2

SR,σ2
SD ,σ2

RD).

IV. INFORMATION EXCHANGING SOURCES

In the cooperative networks discussed so far NS sources
transmit to a common destination D. As we will see in
this section, sources in these networks can also exchange
information among themselves. This information exchange
(IE) setup has also been considered in [7], [21], and requires
naturally each source to have available CSI of the R → S
links. Two IE setups based on PR and RS schemes will be
described in the ensuing subsections.

A. Information Exchange with Parallel Relays

Consider information exchange among sources in an
(NS , NR, 1) setup with PR. The first NR channel uses co-
incide with those in Subsection III-A. During CU (NR + j),
source Si receives

yRjSi =
√

αjhRjSiθ
T
Rx̂j + nRjSi (31)

where the notation is directly analogous to (22) after replacing
D with Si, i = 1, . . . , NS . Over 2NR channel uses, each
source receives NR copies of all sources’ information. Hence,
the symbol rate is again 1/2 sym/S/CU and full diversity NR

is achieved here. ML demodulation per Si yields

x̂Si=argmin
x′

NR∑
j=1

||yRjSi−√αjhRjSiθ
T
Rx′||2

=argmin
x′

||(
NR∑
j=1

√
αjh

∗
RjSi

yRjSi)−(
NR∑
j=1

αj |hRjSi |2)θT
Rx′||2.

Recall that sources know each other’s symbol-combining
coefficients which allows each of them to cancel its own signal
from x̂Si and figure out the other sources’ information. Also,
Si only needs the product

√
αhRjSi , and D only needs the

products
√

αhRjD, j = 1, . . . , NR.
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Fig. 5. SEP comparison for various channel SNR settings in a (2, 1, 1)
CFNC-based network.

Following similar steps as before, the SEP can be upper
bounded as

P v
Si

≤
NR∑
ε=0

(NR
ε )∑

j=1

{
(NRM−1)ε+1 exp

(
−

ε∑
k=1

∆SR
E

j
k

γmin
SR

E
j
k

)

Q

⎡
⎢⎢⎣
√

2[
∑NR−ε

l=1 αCj
l
γR

C
j
l

Si − 2β
∑ε

k=1 αEj
k
γR

E
j
k

Si ]√∑NR−ε
l=1 αCj

l
γR

C
j
l

Si + 2β
∑ε

k=1 αEj
k
γR

E
j
k

Si

⎤
⎥⎥⎦
⎫⎪⎪⎬
⎪⎪⎭ (32)

where corresponding terms are analogous to those in (25) after
replacing D with Si, i = 1, . . . , NS. Arguing as in Subsection
III-B, one can easily verify that Lemma 2 applies to (32) with
nc = NR − ε and ne = ε for each given ε. Therefore, full
diversity NR is achieved with throughput 1/2 sym/S/CU.

B. Information Exchange with Relay Selection

It is also natural to consider sources exchanging information
in an (NS , NR, 1) setup with RS. The transmission period here
includes two channel uses, where the first one is exactly the
same as in the (N, 1, 1) setup using a winner relay Rw. During
the second channel use, Si receives

yRwSi = hRwSi

√
αwθT x̂Rw + nRwSi (33)

where corresponding terms are as in (7) except that R is
replaced by Rw and D by Si for i = 1, . . . , NS . So each
source receives other sources’ information from the winner
relay Rw at rate 1/2 sym/S/CU. ML demodulation at Si yields

x̂Si = arg min
x∈Ax

||yRwSi − hRwSi

√
αwθTx||2

= argmin
x

||(√αwh∗
RwSi

yRwSi) − (αw|hRwSi |2)θTx||2.
Then each source cancels its own signal from x̂Si to figure
out the other sources’ information.

SEP analysis follows steps analogous to those in Subsection
III-C. The main difference is that Lemma 2 no longer applies
to E[Pu]. As will be confirmed later with simulations, IE
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Fig. 6. SEP comparison for various constellations in a (2, 1, 1) CFNC-based
network.

based on RS loses diversity because although the winner relay
has maximum αwγRwD, any γRwSi may be small enough to
prevent collecting the full diversity at Si.

V. SIMULATIONS

Using multiuser detection to implement ML demodulation,
simulations are described in this section to compare SEPs of
CFNC in various scenarios for practical SNR values. Unless
specified otherwise, binary phase shift keying (BPSK) is used
throughout.

With reference to Fig. 5, we consider representative mag-
nitudes of fading scenarios where R is located either close
to the sources, close to the destination, or equi-distant from
both; the corresponding average SNRs (γ̄SR, γ̄RD , γ̄SD) in
logarithmic-scale are (γ̄+10dB, γ̄, γ̄), (γ̄, γ̄+10dB, γ̄) and
(γ̄, γ̄, γ̄), respectively. In each case, the average SEP with
CFNC-based cooperation is simulated and full diversity is
verified for γ̄ large enough. When γ̄SR is 10dB higher than
others, performance improves by approximately 3dB from the
symmetric scenario. When γ̄RD is 10dB higher than others,
SEP improvement is not that evident, but in this case R saves
transmit power as its average scaling coefficient α is smaller.
Nevertheless, full diversity is achieved regardless of the power
constraints and channel gains for different sources and relays.
For the subsequent simulations, we fix the channel setting to
(γ̄SR, γ̄RD , γ̄SD)=(γ̄, γ̄, γ̄).

To check modulations other than BPSK, we test 4-QAM
and 16-QAM with CFNC. As shown in Fig. 6, the average
SEP exhibits decreasing coding gain as the constellation
size increases, while full diversity is always achieved for
sufficiently high SNR. It is certainly possible to improve the
coding gain by either optimizing θT as in [20], or, by invoking
error control coding (ECC) at the expense of rate loss.

In Fig. 7, we test a CFNC-based (NS , 1, 1) setup to validate
the full-diversity claims. Since CFNC defines a one-to-one
mapping from a set of multiple constellations to a larger
constellation, full-diversity can be achieved for any NS . This
same mapping entails loss in coding gain as NS increases
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Fig. 7. SEP comparison in (N, 1, 1) CFNC-based networks.
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Fig. 8. SEP comparison in (2, NR, 1) CFNC-based networks.

because the dmin among received symbols decreases with
increasing NS . Notice that when NS = 1, the SEP coincides
with that of the traditional relay network [13], as in Fig. 1(a).

For a more general (NS , NR, 1) setup, Fig. 8 depicts the
SEP with CFNC for NS = 2 and increasing NR. Both PR
and RS alternatives are considered with the (2, 1, 1) paradigm
benchmarking all other cases. When NR grows large with
PR, a tradeoff emerges. The diversity gain grows as NR

increases while the coding gain becomes smaller because dmin

decreases. In RS however, both diversity and coding gains
increase at the same time as NR grows large. On the other
hand, RS requires D to feed back the index of the winner
relay at the beginning of every frame, while PR only requires
readily available local CSI.

Consider now the setup in Section IV, where sources
exchange information at the same time they transmit to a
common destination. Recall that the maximum achievable
diversity in IE is NR. As Fig. 9 confirms, diversity NR = 1 is
achieved for both (4, 1, 1) and (2, 1, 1) networks when SNR
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Fig. 9. SEP comparison for IE in (NS , NR, 1) CFNC-based networks.

Fig. 10. The constellation received at R in a CFNC-based (2, 1, 1) network
with BPSK.

is large enough. For a (2, 2, 1) setup, full diversity NR = 2
is achieved with PR but lower diversity is effected with RS,
as asserted in Section IV. From Figs. 8 and 9, the tradeoffs
between PR and RS options are evident. Notice also that in
Fig. 9, the coding gains are suboptimum since the relays adapt
their transmit-power to the R → D rather than the R → Si

links.

VI. CONCLUSIONS

We have introduced a novel complex field network coding
(CFNC) approach with attractive rate and diversity features
useful for wireless cooperative networks involving multi-
ple sources and relays. The throughput-diversity benefits of
CFNC-based networks are possible when multiuser detection
is employed for ML demodulation regardless of the SNR and
the constellations used. The framework is general enough to
allow not only for transmissions from multiple sources to a
common destination but also for information exchange among
sources. Parallel relay and relay selection options have been
considered and found to exhibit complementary strengths.4

4The views and conclusions contained in this document are those of the
authors and should not be interpreted as representing the official policies,
either expressed or implied, of the Army Research Laboratory or the U. S.
Government.
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APPENDIX

A. Proof of Lemma 1

Let us first consider the Si → R links in a simple (2, 1, 1)
setup with CFNC applied to BPSK symbols. Without loss of
generality (w.l.o.g.), assume that |hS1R| ≥ |hS2R| and the
phase of hS1R is 0, since R can always cancel the phase of
hS1R. The constellation received at R is depicted in Fig. 10,
where θ depends on the phase of hS2R (θhS2R) only, and is
chosen as θ = π−(θhS2R+3π/4) [8]. Since θhS2R is uniformly
distributed over [0, 2π), so is θ.

In this case, one can easily verify that dmin
SR /2 ≥

min(|hS1R|| sin θ|, |hS2R|) and

γSR = (
dmin

SR

dmax
)2(

dmin

2
)2γ̄ ≥ min(|hS1R|2 sin2 θ, |hS2R|2) γ̄

β2

where β = dmax/dmin is fixed during the transmission.
Since γmin

SR = min(|hS1R|2, |hS2R|2)γ̄, it follows that γSR

γmin
SR

≥
sin2 θ

β2 =: ∆SR. Note here that ∆SR is a random variable
dependent on θ but independent of γmin

SR . Moreover, ∆SR ≥ 0
and the equality holds if and only if θ = 0 or π. Since θ
is continuously distributed over [0, 2π), we have that Pr(θ =
0) = Pr(θ = π) = 0, and hence Pr(∆SR > 0) = 1.

For a general (NS , NR, 1) network where the physical layer
relies on an M -ary constellation, if only NS , NR and M
are finite, we consider the random variable ∆SR ≤ γSR

γmin
SR

,

which is independent of γmin
SR and satisfies Pr(∆SR = 0) =∑n

i=1

∑mi

j=1 Pr(Ωi = ωj) = 0, where Ωi’s are continuously
distributed random variables and n, mi are finite numbers.
Again, we find Pr(∆SR > 0) = 1, and the proof for the
S → D link follows similar steps as before, after replacing
the hSiR’s with hSiD’s.

B. Proof of Lemma 2

Averaging Pe over γc and γe, we obtain Pe(ηc, ηe, η
′
e),

which is a function of ηc, ηe and η′
e. Next, we upper bound

Pe(ηc, ηe, η
′
e) as

Pe(ηc, ηe, η
′
e) ≤ PA(ηc, ηe, η

′
e) + PB(ηc, ηe, η

′
e) (34)

where

PA(ηc, ηe, η
′
e) :=

∫ ∞

0

∫ ∞

ηeγe/ηc

exp(−η′
eγe)

exp
[
− (ηcγc − ηeγe)2

ηcγc + ηeγe

]
p(γc)p(γe)dγcdγe

PB(ηc, ηe, η
′
e) :=

∫ ∞

0

∫ ∞

ηcγc/ηe

exp(−η′
eγe)p(γe)p(γc)dγedγc.

Let us rewrite PA(ηc, ηe, η
′
e) as

PA(ηc, ηe, η
′
e)=

∫ ∞

0

P ′
A(ηc, ηe, γe) exp(−η′

eγe)p(γe)dγe (35)

where

P ′
A(ηc, ηe, γe) =

∫ ∞

ηeγe/ηc

exp
[
− (ηcγc − ηeγe)2

ηcγc + ηeγe

]
p(γc)dγc

≤
∫ ∞

ηeγe/ηc

exp [−(ηcγc + ηeγe − 2
√

ηcγcηeγe)]

(γc)nc−1

(nc − 1)!γ̄nc
exp(−γc

γ̄
)dγc

≤
2nc−1∑
k=0

{(
2nc − 1

k

)
(1 + ηcγ̄)(k/2−nc)

(nc − 1)!

exp(− γeηe

1+ηcγ̄
)
(√

ηcγ̄γeηe

1 + ηcγ̄

)k

Γ[nc− k

2
]

}
.

Then we can upper bound PA(ηc, ηe, η
′
e) by

PA(ηc, ηe, η
′
e) ≤

2nc−1∑
k=0

{(
2nc − 1

k

)
Γ[nc − k

2 ]Γ[ne + k
2 ]

(nc − 1)!Γ[ne](
η′

e

ηe

)−k/2

η′
e
−neη−nc

c γ̄−nc−ne

}

= κA(ηc, ηe, η
′
e)γ̄

−nc−ne . (36)

For PB(ηc, ηe, η
′
e), integration with respect to γc yields

PB(ηc, ηe, η
′
e)

=
∫ ∞

0

∫ ∞

ηcγc/ηe

exp(−η′
eγe)(γe)ne−1

(ne − 1)!γ̄ne
exp(−γe

γ̄
)dγep(γc)dγc

= (1 + η′
eγ̄)−ne

ne−1∑
k=0

{
1
k!

(η′
e +

1
γ̄

)k Γ[nc + k]
(nc − 1)!

(
ηc

ηe
)kγ̄−nc(

ηc + ηe + η′
eηcγ̄

ηeγ̄
)−nc−k

}

≤ γ̄−nc−ne

ne−1∑
k=0

Γ[nc + k]
k!(nc − 1)!

(η′
e)

−ne−nc(
ηc

ηe
)−nc

= κB(ηc, ηe, η
′
e)γ̄

−nc−ne . (37)

From (36) and (37), we have

Pe(ηc, ηe, η
′
e) ≤ κ(ηc, ηe, η

′
e)γ̄

−nc−ne (38)

where κ(ηc, ηe, η
′
e) = κA(ηc, ηe, η

′
e) + κB(ηc, ηe, η

′
e) is a

random variable satisfying Pr(κ(ηc, ηe, η
′
e) > 0) = 1; and

hence, E[Pe(ηc, ηe, η
′
e)] ≤ E[κ(ηc, ηe, η

′
e)]γ̄

−nc−ne , where
E[κ(ηc, ηe, η

′
e)] > 0 is a constant not dependent on γ̄. Thus,

when γ̄ → ∞, E[Pe(ηc, ηe, η
′
e)] achieves diversity order

N := nc + ne.
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