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On Channel Estimation and Detection for Multicarrier
Signals in Fast and Selective Rayleigh

Fading Channels
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Abstract—Time-domain channel estimation and detection
techniques are presented for multicarrier signals in a fast and
frequency-selective Rayleigh fading channel. As a consequence of
the time-varying channel, the orthogonality between subcarriers
is destroyed in conventional frequency-domain approaches,
resulting in interchannel interference, which increases an ir-
reducible error floor in proportion to the normalized Doppler
frequency. An important feature of the proposed technique is the
ability to exploit the time-selective channel as a provider of time
diversity. This enables us to achieve performance superior to any
other structure without increasing bandwidth or incorporating
redundancy. In order to reduce the complexity of the estimator, we
apply the theory of optimal low rank approximation to a minimum
mean squared error channel estimator and present theoretical
calculation of mean squared error and simulations to confirm that
the estimator is robust to changes in channel characteristics.

Index Terms—Channel estimation, fast fading, multicarrier sig-
nals, OFDM, time diversity, time-varying channel.

I. INTRODUCTION

T HE DEMAND for high rate data transmission increases
rapidly. To meet this demand, some straightforward pos-

sibilities include reducing the symbol duration or using higher
order modulation techniques. In the former method, the signals
received through the multipath channel suffer from severe inter-
symbol interference (ISI) since the delay spread becomes much
larger than the symbol duration. To correctly detect the trans-
mitted data, a complex equalizer is required. In DS-CDMA, the
structure of the rake receiver becomes complicated due to the
increased number of RAKE fingers for a fixed delay resolution.
Generally, the complexity of a channel equalizer is proportional
to the delay spread while the complexity of maximum likeli-
hood sequence estimator (MLSE), which is known as one of the
best equalization schemes in the sense of minimizing bit error
rate (BER), increases exponentially with the delay spread. By
using higher order modulations, faster data transmissions can
be achieved at the expense of higher transmitted power. How-
ever, in DS-CDMA, it unavoidably increases the required
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for reliable data communications, which means overall capacity
cannot increase.

In order to combat the multipath, the symbol duration must
be significantly larger than the channel delay spread. In orthog-
onal frequency division multiplexing (OFDM) [1]–[4], the en-
tire channel is divided into many narrow subchannels. Split-
ting the high-rate serial data stream into many low-rate parallel
streams, each parallel stream modulates orthogonal subcarriers
by means of the inverse fast Fourier transform (IFFT). If the
bandwidth of each subcarrier is much less than the channel co-
herence bandwidth, a frequency flat channel model can be as-
sumed for each subcarrier. Moreover, inserting a cyclic prefix
(or guard interval) results in an inter-symbol interference (ISI)
free channel assuming that the length of the guard interval is
greater than the delay spread of the channel. Therefore, the ef-
fect of the multipath channel on each subcarrier can be repre-
sented by a single complex multiplier, affecting the amplitude
and phase of each subcarrier. Hence, the equalizer at the receiver
can be implemented by a set of complex multipliers, one for
each subcarrier.

Furthermore, in multicarrier CDMA (MC-CDMA) [5],
by spreading parallel data in the frequency domain using an
orthogonal code such as the Walsh–Hadamard code, frequency
diversity can be obtained in a frequency-selective channel
without additional redundancy or increasing the bandwidth
since each data bit is distributed over the entire frequency band.
The MC-CDMA technique is capable not only of mitigating
the ISI, but of exploiting the multipath as well. With proper
detection techniques [5], [6], it is shown to suffer only slightly
from inter-user interference, whereas DS-CDMA typically
experiences significantly higher inter-user interference. This
property enables the use of higher order modulation for higher
bandwidth efficiency. The multicarrier transmission techniques
are among the most promising data transmission schemes in
wired and wireless communications.

Despite these advantages, however, the increased symbol du-
ration causes two adverse effects in a time-varying channel. The
change in the channel from symbol to symbol is more signif-
icant than the single carrier transmission system. This makes
channel estimation a difficult task. Moreover, time variations
of the channel within a multicarrier symbol lead to a loss of
subchannel orthogonality, resulting in interchannel interference
(ICI) and leading to an irreducible error floor in conventional
receivers. In [7], the minimum mean squared error (MMSE)
channel estimator has been proposed using both time- and fre-
quency-domain correlation functions. This can effectively de-
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Fig. 1. Transmitter structure of multicarrier systems.

crease the number of pilot symbols to be used for the estima-
tion. By exploiting a separation property, the singular value de-
composition greatly reduces the complexity [7], [8]. This fre-
quency-domain approach suffers from ICI, however, since there
was no attempt to cancel it. With regard to ICI, a frequency-do-
main equalizer is presented in [9] under the assumption that the
channel impulse response varies with time in a linear fashion.
Nevertheless, in rapidly time-varying channel, the assumption
does not hold.

In mobile communications, the time-varying channel is a main
obstacle todatadetectionsince itdestroys theorthogonalityof the
multicarrier signals. Surprisingly, however, we will show that the
time-varying nature of the channel can be exploited as a provider
of time diversity provided that a proper detection technique is
adopted. The distinct aspect here from previous works is that we
make full use of the time-selective channel, and channel estima-
tion and equalization are performed in the time domain. Hence,
we can improve the BER performance without generating ICI.
In the following, we apply the successive detection method and
demonstrate itssuperiorperformance.Theoreticalcalculationsof
themeansquarederror (MSE) togetherwithsimulationsshowthe
time-domain estimator, even when using a low-rank approxima-
tion, is a robust estimator.

The paper is organized as follows. In Section II, the channel
and system model for the multicarrier signals are described and
an analysis of the ICI is presented. When the impulse response
of the channel is ideally known, several detection techniques
are addressed together with performance comparisons in Sec-
tion III. The time-domain MMSE channel estimator is presented
in Section IV. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL AND CONVENTIONAL DETECTION

A. System Model

In multicarrier systems, the symbol duration is increased
by splitting the high-rate serial data stream into many
low-rate parallel streams. As shown in Fig. 1, the same
basic structure is used in both OFDM and MC-CDMA. The
difference is that in OFDM an individual data symbol is
carried on a single subcarrier, whereas in MC-CDMA each
individual data symbol is spread across the entire set of
subcarriers by means of the Walsh–Hadamard codes. For
OFDM, the data vector, , consists of
individual data bits, whereas for MC-CDMA it takes the form

, where the are the data
bits and the are -length Walsh–Hadamard codes.

Throughout this paper, we focus on the OFDM structure. In
order to eliminate interference between parallel data streams,

each low-rate data stream modulates orthogonal subcarriers
by means of the IFFT as shown in Fig. 1. A cyclic prefix
is then added to eliminate the effect of the ISI. For proper
digital-to-analog (D/A) conversion and lowpass filtering (LPF),
we should include unused subcarriers (virtual subcarriers)
which are contiguous with the occupied subcarriers. The
number of data bearing subcarriers is called the number of
active subcarriers. Without loss of generality, assume that the
active subcarriers are those with indices 0 to . Then, in
discrete time, the transmitted multicarrier signal with a number,

, of active subcarriers can be written as follows:

(1)

where is the symbol energy per subcarrier,is the FFT size,
is the length of the guard interval, and

By the central limit theorem, the transmitted signal can be
modeled as a colored complex Gaussian process with zero mean
provided is sufficiently large.

B. Channel Model

In many radio channels, there may be more than one path
from transmitter to receiver. Such multiple paths (multipath)
may be due to atmospheric reflection, refraction, or reflections
from buildings and other objects. The time delays and attenu-
ation factors of the different paths are generally time-varying
in mobile communications. If we assume the well-known wide
sense stationary uncorrelated scattering (WSSUS) model [10],
the channel is characterized by its delay power spectrum (or
multipath intensity profile) and scattering function. If the signal
is band-limited, then the time-varying diffuse multipath channel
can be represented as a tapped delay line with time-varying co-
efficients and fixed tap spacing. In this tapped delay line channel
model, the length of the tapped delay line is determined by the
duration of the delay power spectrum, or delay spread, and
the tap spacing must be equal to or less than the reciprocal of the
passband bandwidth [11]. The delay power spectrum also de-
termines the power distribution among the taps. The scattering
function describes time-varying behavior of each tap. It is de-
termined by the Doppler frequency and antenna structure. In
this paper, we assume that the multipath intensity profile has
an exponential distribution, with the delay spread less than
or equal to the guard interval , and that the inverse Fourier
transform of the Doppler spectrum is the zeroth-order Bessel
function of the first kind. The impulse response of the channel
is described by , which denotes the tap gain of theth
tap at time . In the simulations, each tap gain is independently
generated by LPF of a white complex Gaussian process.

By the assumptions, the autocorrelation function of the
channel is

(2)
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Fig. 2. Receiver structure: frequency-domain estimation and equalization.

where , a normalization constant, is chosen to satisfy
, denotes the zeroth-order Bessel function

of the first kind, and is Doppler frequency in hertz. For the
remainder of this paper, the number of taps is assumed to be

.
The received signal can be expressed as

(3)

where is AWGN. Hereafter, we assume and the
variance of the AWGN is , without loss of gener-
ality. Now, in the range , the received signal is not
corrupted by previous multicarrier symbols, due to the presence
of the guard interval. Thus, in this interval the received signal
becomes

(4)

By defining , which is the
Fourier transform of the channel impulse response at time,

can be written as

(5)

Comparing this to the transmitted signal , we see that the
time-varying multipath channel introduces a time-varying com-
plex multiplier, , at each subcarrier.

C. Conventional Receiver Structure and ICI Analysis

Fig. 2 shows the conventional receiver structure including
channel estimation. After excluding the ISI corrupted guard in-
terval, the demodulation is performed using the FFT. In this
figure, the second index,, at the output of the FFT processor
refers to the th symbol processed, so that is the output for
the th subcarrier at the th symbol time. If we focus initially

on the zeroth symbol and drop the second subscript, theth sub-
carrier output from the FFT can be expressed as

(6)

where

, and

The ’s represent interchannel interference (ICI) caused
by the time-varying nature of the channel. In a time-invariant
channel, one can see (by the orthogonality of the multicarrier
basis waveforms) that is zero, and . In
a slowly time-varying channel (i.e., the normalized Doppler
frequency is small), we can assume ,
and . On the other hand, when the normalized
Doppler frequency is high, the power of ICI cannot be ignored
and, in addition, the power of the desired signal is reduced
(i.e., ). Therefore, we define the normalized ICI
power as . In Appendix I the ICI power
is evaluated, and it is shown that the ICI power is a function of
the subcarrier index. The center subcarrier experiences more
ICI power than the edge subcarrier, as might be expected .
Fig. 3(a) illustrates the normalized ICI power at both the center
and edge subcarriers as a function of . The difference in
the normalized ICI power is about 3 dB. There is a negligible
ICI power difference with respect to the number of subcarriers,
provided is large enough, as shown in Fig. 3(b).

By assuming the normalized Doppler frequency is less than
0.02, the ICI power can be neglected compared to the back-
ground noise power. In this case, the signal at the output of the
FFT processor for theth OFDM symbol can be written as

(7)

where is the subcarrier index,
, and is .

For channel estimation, insertion of pilot symbols is neces-
sary. Several pilot patterns are possible. For ease of implemen-
tation, the two patterns shown in Fig. 4 may be considered.
In Fig. 4(a), certain subcarriers are dedicated to pilot symbols,
whereas in Fig. 4(b) all subcarriers in a given time slot are dedi-
cated to pilot symbols. In the former scheme, the frequency-do-
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(a)

(b)

Fig. 3. Normalized ICI power. (a)N = 1024,P = 896. (b) center subcarrier:
f T = 0:1, P = (7=8)N .

main correlation plays the key role in MMSE estimation, while
the time-domain correlation is important in the latter. In a slowly
time-varying channel, the time-domain correlation decays at a
much slower rate than the frequency-domain correlation func-
tion. That means the pilot pattern of Fig. 4(b) requires a smaller
number of pilot symbols than that of Fig. 4(a) for the same MSE.
For the remainder of this paper, the pilot pattern of Fig. 4(b) is
assumed.1

Using the pilot symbols, one can constitute a pilot channel
vector for the th multicarrier symbol as follows:

(8)

where the superscript denotes transpose and
. Assume that pilot symbols

are used for the estimation of the middle symbols in

1Although we assume symmetric pilot usage in this paper, one can use a time-
asymmetric pattern in order to reduce the delay in the receiver.

(a)

(b)

Fig. 4. Pilot patterns. (a) Dedicated subcarriers. (b) Dedicated time slots.

Fig. 4(b). Define the column vector as the set of pilot
vectors

(9)

By using a simple MMSE technique, we can obtain the best
estimator in the MMSE sense as a linear combination of the pilot
symbols as

(10)

where is a -by- matrix and
. The correlation matrices and are de-

fined as

(11)

and

(12)

where the superscript denotes conjugate transpose.
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The correlation function of the for different time and
frequency indices is

(13)

This function can be separated into the product of a time and
frequency correlation as follows:

(14)

where ,
and . This separation prop-
erty makes possible a simple structure for the MMSE estimator
as derived in Appendix II. In [7], the hard decision data as well
as the pilots are used for channel estimation. Even with the error
correction code, it inevitably suffers from the error propagation.
Further, it requires much more taps of the estimator than using
only the pilots [12].

III. D ETECTION OFMULTICARRIER SIGNALS IN A FAST

FADING CHANNEL

The conventional detection of multicarrier signals using the
FFT exhibits relatively good performance at low values of .
The performance of each subcarrier in Fig. 2 is very close to the
theoretical bound of coherent detection of a single carrier in a
flat fading channel. However, in an environment where the nor-
malized Doppler frequency is high, there is an irreducible error
floor even if all data are pilot symbols, since the pilot symbols
themselves are corrupted by the ICI through the FFT. The FFT
operation is simply a matched filter for each subcarrier. Since
the time-varying channel destroys the orthogonality between
subcarriers, the FFT introduces ICI. Therefore, the channel esti-
mation and equalization should be performed immediately fol-
lowing the A/D conversion. In this section, we assume that the
impulse response of the channel is known at each time and
for each tap, and we discuss the detection problem assuming
the channel is known. Channel estimation is addressed in Sec-
tion IV.

The received signal [see (5)] after excluding the guard
interval can be expressed in a vector form as

(15)

where , ,
, and the channel matrix

is given by (16), shown at the bottom of the page. Given the
received vector and the channel matrix , we can employ the
following several detection methods.

A. Matched Filter (MF)

The received vector can be decomposed in terms of the
column vectors of as follows:

(17)

where is the th column vector of the matrix . In order
to detect the data , the inner product is performed between the
vector and the vector . Therefore, the decision statisticof
the matched filter is given by

(18)

Apparently, if the vectors are mutually orthogonal, there is no
interference since the-by- matrix becomes an iden-
tity matrix. Unfortunately, this orthogonality does not hold in
a time-varying channel. Hence, the matched filter suffers from
ICI.

B. Least Square

The linear model (15) leads to the classical least squares
problem [13]. The least squares detection statistic is given by

(19)

where the -by- matrix is the pseu-
doinverse of .

C. Minimum Mean Squared Error (MMSE)

The MMSE detector chooses the equalizer matrixwhich
minimizes the cost function where . The
resulting detection statistic becomes

(20)

where is the -by- identity matrix. As opposed to least
squares, the MMSE detector requires the knowledge of the noise
power. The equalizer matrix satisfies the following identity,
proved in Appendix III:

(21)
The right-hand side of (21) is very similar to the pseudoinverse
of in the least squares except the identity matrix accounts for
the noise power. The insertion of the noise power in the inverse

...
...

...
(16)
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matrix of (21) reduces the noise enhancement. From (A28) we
can express the least squares in expanded form

(22)

When the singular value is small, one can expect that the least
squares experiences more noise enhancement than the MMSE
detection.

D. MMSE with Successive Detection (SD)

The decision statistic has two terms in general

(23)

The first term is the data component and the other is the noise
component. In the LS technique, the product is an identity
matrix. This means there is no ICI after the equalization. How-
ever, as mentioned earlier, this technique suffers from noise en-
hancement. The noise enhancement increases as the normalized
Doppler frequency gets higher because the minimum nonzero
singular value, , becomes smaller. On the other hand, even
if the MMSE detection technique generates some residual in-
terference, it provides a better balance in minimizing the sum
of the noise enhancement and the residual interference.

Now, as the Doppler frequency increases, the channel be-
comes time-selective. From another point of view, it provides
time diversity, since the data is carried on random vari-
ables (i.e., the elements of in one symbol duration) whose
correlation can be small. That is, the rapidly time-varying
channel not only destroys the orthognality, but also provides us
with time diversity. Certainly, if there is only one subcarrier,
all previous methods can take advantage of the time diversity.
However, in multicarrier systems, the MF generates ICI, while
the LS causes noise enhancement. The MMSE detection, on
the other hand, should be able to make good use of the time
selectivity since it minimizes both the residual interference and
the noise enhancement while retaining the gain from the time
diversity. Thus, one might expect that the performance would
be better as the normalized Doppler frequency becomes large.
However, the residual interference and the noise enhancement
grow as well. Therefore, the gain from the time-selective
channel can be overwhelmed by the residual interference and
the noise enhancement, for some normalized Doppler frequen-
cies. This effect is more severe for higher order modulations.
That is, the degradation from the interference and the noise
enhancement is more dominant than the advantage from the
time-selective channel for higher order modulations.

In order to fully utilize the time diversity while suppressing
the residual interference and the noise enhancement, we detect
the data one-by-one instead of detecting all the data simulta-
neously, as in the previous methods. Hence, we adopt the suc-
cessive detection technique which is widely used in DS-CDMA
systems for the multi-user detection and has also been imple-
mented in [14] in order to achieve higher spectral efficiency.

Consider first the SD technique from [14]. We first detect
the data, , which has the highest post-detection SNR among
undetected data, assuming LS detection. Equivalently choose

the th column vector of the equalizer matrix which
satisfies the condition

(24)

where is the th column vector of the equalizer matrix
(the inner product, , is unity, because of the orthogonality
condition in the assumed LS detection). After making a hard
decision, the received vectoris modified to

(25)

where is the hard decision data. The column vectorof
the channel matrix is replaced by a zero vector, and then, the
corresponding equalizer matrix is updated. This successive
detection is analogous to decision feedback equalization in that
one can expect an error propagation phenomenon. As long as
this hard decision data is correct, the new vector has fewer
interferers. With the smaller number of interferers, higher post-
detection SNR can be achieved [14]. The ordering influences
the overall performance, and the ordering is chosen by the post-
detection SNR as described above. This choice is optimal when
the multiplication becomes an identity matrix as in the
LS. However, there is residual interference through the equalizer
in the MMSE case. In this case, therefore, we determine the
detection order by the post-detection signal-to-interference and
noise power ratio (SINR) based upon MMSE detection. For a
particular data symbol, , the SINR is defined as follows:

(26)

The detailed detection procedure is described in Fig. 5.

E. Performance Comparisons

By assuming each interference is uncorrelated Gaussian r.v.,
we can calculate the theoretical symbol error rate (SER) of the
above detection techniques. The probability of symbol error of
BPSK is given by

(27)

Instead of finding a closed form of the SER, we evaluate the SER
by a Monte Carlo integration. The channel impulse response

is generated through Doppler spectrum generator. The
corresponding at each subcarrier is calculated, substi-
tuted into the function, and the sum of the trials is averaged
accordingly. In the SD, the lower bound can be obtained by the
assumption of ideal decision feedback.
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Fig. 5. MMSE with the SD.

In the following, we demonstrate, through extensive com-
puter simulations, the relative performance of the above men-
tioned detection techniques for OFDM systems. For simula-
tion purposes only, we have chosen the number of subcarriers
(FFT size) as 32. The number of active subcarriers is 28 and
the normalized delay spread is 1/16. In this particular
case, the number of paths becomes 3. The delay power spec-
trum has an exponential distribution. In Fig. 6(a) and (b), the
SERs of BPSK and 16PSK, respectively, are shown as a func-
tion of SNR when the normalized Doppler frequency is
0.1. The MF suffers from severe ICI. The LS detection has a
smaller error floor than the MF. In BPSK, the SER performance
of the MMSE is better than the theoretical bound of BPSK in
a single carrier with ideal channel estimation operating in a
flat fading channel, while in 16PSK the performance is slightly
worse than the coherent 16PSK. The MMSE with the SD has
the best performance in both cases. Due to the time diversity,
the SER performance of the MMSE with SD starts to improve
for SNR above 6 dB compared to the theoretical bound of co-
herent BPSK, while in 16PSK the performance of the MMSE
with the SD gets better for SNR exceeding 22 dB due to an error
propagation at low SNR. When is 1.0 in Fig. 6(c), the im-
provement of the SD is apparent whereas all other techniques
experience ICI or noise enhancement. Fig. 6(d) illustrates the
SER performances of 16PSK at 30 dB SNR as a function of the
Doppler frequency. Only the MMSE detection with SD can ex-
ploit the time-varying channel at the higher order modulations
while the others increase the error floor. To confirm this charac-
teristic, the capacity of the time-varying multipath channel and
the information rate of MMSE detection with SD are explored
in [15]. Note the error propagation of the MMSE with SD is
more apparent at higher .

IV. CHANNEL ESTIMATION

In the previous section, we have investigated several detec-
tion methods assuming the ideal channel response is available.
It seems the estimation of the-by- channel matrix is im-
possible even with pilot symbols since there are more unknowns
to be determined than known equations. Thus, there is no way to
recover the unknown elements of even though the pilot
data vector is known. In what follows, the estimation of the
impulse response of the channel is described.

A. Channel Estimation

Suppose that the channel is stationary and its statistics (at
least the worst conditions) are known. Basically, the channel es-
timation is an MMSE technique relying on pilot symbols. How-
ever, we do not make any attempt to estimate the channel ma-
trix at each pilot position and interpolate the matrix to get a
channel matrix at a particular time instant. Instead, we directly
estimate the impulse response as a linear combination of
the received signal . The received pilot signals to be used
by the estimator are now defined as a vector

(28)
where
is the th symbol. Define the channel vector to be es-
timated as (29), shown at the bottom of the page,
where

is now the collection
of the impulse response of each tap at theth symbol (note that
the notation has a different meaning than in Section III).
The MMSE estimator leads to the following linear equation:

(30)

The autocorrelation matrix and the cross-correlation ma-
trix can be obtained from (2) and (3) since the transmitted
pilot signal is known. In the time-domain MMSE channel
estimator, the MSE performance is highly dependent on the pilot
signal waveform. The pilot signal design in the time-varying
Rayleigh fading channel is another challenging topic, which
is beyond the scope of this paper. Hereafter, we use the usual
OFDM signal as a pilot signal , but the pilot data are
chosen by making use of the average normalized MSE (NMSE)
performance of the estimator. The NMSE is defined as

(31)

(29)
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(a) (b)

(c) (d)

Fig. 6. Performance comparisons with ideal channel estimation:T =T = 1=16,N = 32, P = 28. (a) BPSK:f T = 0:1. (b) 16PSK:f T = 0:1. (c) 16PSK:
f T = 1:0. (d) 16PSK:SNR = 30 dB.

Certainly, this is a function of the time over symbols.
The average NMSENMSE is given by

(32)

The behavior of the theoretical with different pilot
spacing and number of pilot symbols is shown in
Fig. 7 when the normalized Doppler frequency is 0.1. It is
natural that the larger pilot spacing requires a larger number of
pilot symbols. The simulation results for the SER are shown in
Fig. 8(a) with , and . The conventional
frequency-domain method has an error floor. There is no differ-
ence in the SER performance between the ideal channel estima-
tion and pilot-assisted estimation in each detection method up
to 22 dB in SNR. When the SNR is below 22 dB, the is
negligible since the is 10 dB lower than the noise power.
Fig. 8(b) shows the theoretical together with the simula-
tion result. The deviation of the simulation result from the the-
oretical bound at high SNR comes from the nonideal Doppler

Fig. 7. Theoretical bounds ofNMSE with different pilot spacings(K) and
number of pilots(M): f T = 0:1, T =T = 1=16,N = 32,P = 28.

spectrum generation. Fig. 9 depicts the SER and the per-
formances when , and .
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(a)

(b)

Fig. 8. Simulations with pilot assisted channel estimation:K = 3, M = 6,
f T = 0:1, T =T = 1=16,N = 32, P = 28. (a) SER. (b)NMSE.

B. Low Rank Approximation

The size of the channel estimatorin (30) is
-by- . The required number of complex multiplications

is for estimating symbols. A reduced
complexity MMSE estimator can be achieved by employing op-
timal rank reduction [13]. First, let us write in a sin-
gular value decomposition (SVD) representation:

(33)

where and are unitary matrices, and the diagonal matrix
is given by

(34)

After replacing the last singular values by zero, the low
rank estimator becomes

(35)

(a)

(b)

Fig. 9. Simulations with pilot assisted channel estimation:K = 2,M = 12,
f T = 0:3, T =T = 1=16,N = 32,P = 28. (a) SER. (b)NMSE.

Fig. 10. Low rank estimator.

where . The additional MSE caused by the
low rank approximation is incorporated in the sum .
The implementation of the low rank estimator is illustrated in
Fig. 10. Note the singular valuecan be included in either
or . Then, the number of complex multiplications becomes

. Fig. 11(a) shows the when
is equal to 10 and 12. The is plotted as a function of

the rank for several SNR values in Fig. 11(b). In this partic-
ular case, there is no difference in between the full rank
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(a)

(b)

Fig. 11. Theoretical bounds ofNMSE as a function of the rank:f T = 0:1,
T =T = 1=16,N = 32, P = 28,K = 3,M = 6.

and the low rank estimators. When the rankis 12,
the number of multiplications is reduced to 4,608 from 36 864
without losing and SER performance.

C. Mismatch

The MMSE channel estimator described above requires
knowledge of the channel statistics, i.e., the noise power,
Doppler spread, delay spread and multipath intensity profile.
In practice, the true channel characteristic is almost always
unknown. Estimating channel parameters is another significant
problem, and accurate estimation might not be possible. Instead,
we investigate the of the estimator, which is designed
for the worst-case condition, when there is a mismatch between
assumed channel parameters and true channel characteristics. As
described in Table I, the assumed channel differs significantly
from the actual channel. Fig. 12 illustrates the mismatch simu-
lation results of the low rank estimator. Since the actual Doppler
frequency is smaller than that of the assumed channel, there is a
smaller gain in the MMSE with the SD.

TABLE I
MISMATCH CONDITIONS

(a)

(b)

Fig. 12. Simulations of mismatch in Rayleigh fading channel. Low rankr =
12,K = 3,M = 6,N = 32, P = 28. (a) SER. (b)NMSE.

V. CONCLUSION

Operation over a time-varying channel results in an error floor
when using frequency-domain estimation and equalization in
multicarrier systems. We have presented several time-domain
techniques for detection and estimation. The MMSE detection
technique is able to exploit the time-varying channel as a source
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of time diversity. However, it still results in residual interfer-
ence, causing performance degradation for higher order mod-
ulations. In order to effectively suppress both the residual in-
terference and the noise enhancement, MMSE with successive
detection is used. The MMSE technique with the SD permits us
to achieve time diversity even for higher order modulations. If
this detection technique is adopted in MC-CDMA, we can make
full use of the time-varying and frequency-selective channel as
a source of time and frequency diversity [15].

With regard to channel estimation, we have investigated the
performance of the time-domain MMSE estimator. The low
rank estimator is shown to be a robust estimator to changes in
the channel characteristics.

APPENDIX I

Assuming the data on each subcarrier is uncorrelated, and
, the ICI power becomes

(A1)

The autocorrelation of the frequency response
of the channel is

(A2)

From the (2), it becomes

(A3)

As shown above, it is independent of the delay power spectrum.
Substituting (A3) into (A1), the ICI power can be written as

(A4)

The fact that is an even function simplifies the above cal-
culation as

(A5)

With the same way, we can obtain

(A6)
Therefore, the normalized ICI power is (A7), shown at the
bottom of the page.

APPENDIX II

The cross-correlation matrix between the two pilot vectors at
the time and is

(A8)

where the scalar valued time-domain correlation function
is defined in (14), the -by- frequency domain matrix is
defined as

...
...

.. .
...

(A9)

with is a -by- identity matrix, and the power of the pilot
data is assumed to be equal to the power of the information data,
otherwise the noise power should be scaled accordingly. Hence,
the autocorrelation matrix (12) can be expressed as (A10),
shown at the bottom of the next page. Note and
the frequency-domain matrix is a Hermitian matrix since

. Then, we have the following representation
of by the SVD

(A11)

(A7)
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where is a unitary matrix containing the singular vectors and
is a diagonal matrix whose elements are the singular values

. Then the inverse
matrix becomes

...
...

.. .
...

...
...

. . .
...

(A12)
where the matrix is (A13), shown at the bottom of the page.

In a similar way, is given by

...
...

.. .
...

(A14)

where the matrix is
.

Therefore, the MMSE estimator can be written as

...
...

.. .
...

(A15)

where is defined by

(A16)

Note the -by- matrix has a following special form
given in (A17), shown at the botoom of the page. The sequences

represent the tap weights of theth FIR filter
in Fig. 2.

APPENDIX III

Given the -by- channel matrix whose rank is
, there are two unitary matrices-by- and

-by- , such that we may write by the SVD

(A18)

where -by- matrix is defined by

(A19)

The singular value ’s are ordered as .
Note the matrices and may be written as

(A20)

and

(A21)

respectively. The left-hand side of (21) becomes

(A22)

The inverse matrix is given by

(A23)

Hence, the -by- matrix is

(A24)

Correspondingly, we can express the matrix in the expanded
form

(A25)
where the column vector and are the th column vector of
the and , respectively.

...
...

. . .
...

(A10)

...
...

. ..
...

(A13)

(A17)
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The right-hand side of (21) can be written as

(A26)

Similarly, one can show that the matrix is
equal to

(A27)

which is the exactly same as (A24). Therefore, the right-hand
side of (21) becomes

(A28)
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